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Glossary

Auxiliary Core

A core typically used to help the computation (atlger core than service
cores) also referred as “TERAFLUX core”

BSD

BroadSword Document — In this context, a file thahtains the SimNow
machine description for a given Virtual Machine

CLUSTER

group of cores (synonymous of NODE)

COTSon

Software framework provided under the MIT licengeHiP-Labs

DDM

Data-Driven Multithreading

DF-Thread

A TERAFLUX Data-Flow Thread

DF-Frame

the Frame memory associated to a Data-Flow thread

DVES

Dynamic Voltage and Frequency Scaling

DTA

Decoupled Threaded Architecture

DTS

Distributed Thread Scheduler

Emulator

Tool capable of reproducing the Functional Behgv8&monymous in this
context of Instruction Set Simulator (ISS)

D-FDU

Distributed Fault Detection Unit

L-Thread

Legacy Thread: a thread consisting of legacy code

L-FDU

Local Fault Detection Unit

L-TSU

Local Thread Scheduling Unit

MMS

Memory Model Support

NoC

Network on Chip

Non-DF-Thread

An L-Thread or S-Thread

NODE

Group of cores (synonymous of CLUSTER)

OwWM

Owner Writeable Memory

0N

Operating System

Per-Node-Manager

A hardware unit including the DTS and the FDU

PK

Pico Kernel

Sharable-Memaory

Memory that respects the FM,OWM,TM semantics of TTERAFLUX
Memory Model

S-Thread

System Thread: a thread dealing with OS servicé€or

StarSs

A programming model introduced by Barcelona Supepaing Center

Service Core

A core typically used for running the OS, or seegicor dedicated I/O or
legacy code

Simulator

Emulator that includes timing information; synonymoin this context of
“Timing Simulator”

TAAL

TERAFLUX Architecture Abstraction Layer

TBM

TERAFLUX Baseline Machine

TLPS

Thread-Level-Parallelism Support

TLS

Thread Local Storage

™

Transactional Memory

TMS

Transactional Memory Support

Virtualizer

Synonymous of “Emulator”

VCPU

Virtual CPU or Virtual Core
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Executive Summary

This document provides a report on the currenustaf the simulation platform in relation with:
power, temperature and fault injection. As of oelivierable and task planning this is NOT a repbrt o
the several other activities that we carried outthis Workpackage (these are reported more
synthetically in the Periodic Progress Report feal¢2).The evidence of most of those activities is
publicly available through the realized software, m particular on the public website
http://cotson.sourceforge.neibranches).

This document also serves, as of our initial intentto document to the partners and the restef th
world:

* the availability of some simulation features in theTERAFLUX — COTSon based simulator,
to support the evaluation of Future Teradevice sysims consisting of many cores (i.e., 1000+
cores), with respect to not only Performance, butlao Temperature, Power, and Faults
within a single toolchain that provides full-systemsimulation, at a reasonable simulation
speed.

As of our knowledge this is still above the Statehe-Art when considering all the capabilitiesttha
are provided in the COTSon HP-Labs based toolgte@ ERAFLUX extensions.

In particular, we present the developments in Y2#&r-monitor power consumption, temperature and
the fault injection support model. As overall patjgoal, is our aim to exploit dataflow principles
reach power efficiency, reliability, efficient p#led programmability, scalability and data bandvaidt
TERAFLUX project proposes the exploitation of déief both at the task level and inside the
threads, in order to: offload and manage accelérateles, localize the computations, manage the
fault information with appropriate protocols, egsitigrate code to the available/working components
andrespect the power/performance/temperature/reliabilly envelopefor efficiently handling the
parallelism and having an easy and powerful exenutnodel, to produce a more predictable
behavior. One key component to achieve that goathésDistributed Thread Scheduler (or DTS)
presented in D6.2, that operates at low-level: hexaecall this, as it plays an essential roletlfiar
unified management of temperature, power, resiiemc respect to faults, and — of course —
performance. The modeling in the simulator of D&&téires for managing power, temperature, fault
information is also detailed in this document.

IMPORTANT NOTE: This document was not strictly necessary, as the outcome that we wish to
deliver was mainly SOFTWARE (this deliverable is infact marked as OTHER not as REPORT

in our Annex-1 “EC-Approved”), but we think it's an yway an useful document for the progress
of the project and therefore we submit it also to pint out how to use the actual software, which
is the real deliverable.
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1 Introduction

Our idea for taking under control the load balagcithe consumed power, the reached temperature
and the resiliency to faults is to rely on a disited resource manager, namely the Distributedabhre
Scheduler (or DTS), which is available as an addéti COTSon component since this Year-2 of the
project on the public sourceforce.net website. fiiseinstances are provided by HP-Labs.

An important decision, in the overall picture, regathe granularity of the above parameters that we
want to control through the DTS. While many “lotethniques” have been proposed we believe that
future many-cores (or teradevices) will have to aggnthe complexity of the design by controlling
such parameters at the level of the core and @f@¥0lor 10,000 cores simultaneously:

“The core is the new transistor

as pointed out by many. Therefore, a critical congo of the new chips will be a powerful “resource
manager” that can flexibly and rapidly manage theagnic situation: our TERAFLUX architectural
template embeds this important conclusion (see)zh@& in the WP7 we are now developing the first
simulative prototypes of this concept.

In the following, we explain how the work on powemperature, faults in the WP7 is related with
other WPs and previous deliverable. In the nextiG@es, we present a short summary of the ongoing
work on power, temperature, faults in the commanuation framework.

This document also serves as part of the knowlé@gesfer task T7.1 and provides some “what-if’
cases (requested by the Year-1 review).

1.1 Reation to other deliverables

Furthermore, WP7 serves to integrate the reseanciriloution from All Partners into a single
simulation platform (while keeping into accountaufurse, any feasibility limitation). Therefore we
refer to activities carried out in all other worégkages. In particular:

* Work Package 2 (WP2): some applications like Graph-and Linpack have been tested at
the 1000-core scale and we are working to makelttérm encompassing also, g.gower,
temperature estimations. Support from BSC has been importasetop the experiments.

» Workpackage 3 (WP3): in particular support for pesgming models based on Transactional
Memory has been proposed in the simulator by paritiélMAN and HP. However, the
integration of that work witipower and temperatureinformation has still to be considered.

» Workpackage 4 (WP4): preliminary back-ends form GE&ve been tested and served to
setup initial code testing for automatic generatidrcode that respects dataflow execution
principle so that it will be possible the re-exectitreads in presenoéfaults.

Work Package 5 (WP5): shows model experiment igaes to detect and recover from
unreliability of the system. More precisely in Db.$ection 3 is provided the general
specification of the fault detection Unit (FDU), cBien 4 presents the FDU interface
specification and section 5 presents the corefiatefault detection mechanism. In D.5.2,
there is a section which explains a refined versidnfault detection and recovery
architecture; it reports the way a group of comesdustered together to form a node and the

Deliverable number: D7.3
Deliverable namePower and Thermal modeling and Fault injection supprt
File name: TERAFLUX-D73-v7.docx Page 6 of 28



Project: TERAFLUX - Exploiting dataflow parallelism in Teradevicer@puting
Grant Agreement Numbe249013
Call: FET proactive 1: Concurrent Tera-device Cotimuu(ICT-2009.8.1)

nodes are connected with a 2-D mesh based netwondkip (NoC). There is also an
explanation in inter-cluster fault detection medbam grouping strategies and device
controller.

Work Package 6 (WP6): provides an execution matekrchitecture that uses off-the-shelf
components augmented with some core extensiongH&d*-ISA extension and the DTS,
for reaching performance whilespecting power/thermal constraints In the deliverable
D6.1, Sections 3 and 4, the TERAFLUX basic executimmdel and architecture are proposed.
The newer DTS extensions that also support informain about temperature, faultiness
level and power consumptionin the deliverable D6.2, Section 2.2.1, the DT ${{filbuted
Thread Scheduling) is introduced: this hardware uf®dnsures that each core remains below
a predefined temperature threshold.

Work Package 7 (WP7): D7.1 and D7.2 presented y exensive overview of the features
and the work carried out during the first year mdey to enable all partners to simulate a
1000-core platform.

1.2 Year-2 activity referred by this deliverable

This deliverable reports on the research carri¢dmotine context of Task 7.3 (m6 - 40)

An important requirement on the simulation platfdion the TERAFLUX project is to provide an inteiaor
the TERAFLUX partners to be able to support thesearch activities in the context of energy reductind
reliability. This involves supporting a mechanismirject and trace faults as well as connecting gheulation
platform to existing power-modeling tools. In a imway in how we planned Task 7.2, Task 7.3 ide&u
different stages:

A definition phase, where all partners togetherlvagbntribute to define the requirements and
specifications for the power modeling, fault injent and fault tracking interfaces. This involves
defining the granularity of the power-related evergquired by WP3 and WP6 and - if needed - the
power-impacting actuations (e.g., processor P-Statgle and sleep modes, etc.) that the research
activities require. The fault-tolerant work packafiyP5) will classify the types of faults we want to
model, how to detect them and how to support thik d@tection and recovery at the simulation level.

A simulator-core implementation phase, where UNA8h guidance from HP will implement the
necessary changes in COTSon to support the definedncements and expose them in a new version
of the COTSon SDK.

An application-specific implementation phase, whitie interested partners will implement (test and
validate) their specific fault and power models the new SDK version and document the work to
make it available to the rest of the TERAFLUX cotiso.

Hence, we believe, all goals of WP7 for the seqmat were achieved.

1.3 Summary of previouswork (from D.7.2, D.7.1)

Most notably after the first year:

ALL the partners were able to use COTSorfour common simulation framework) through a
set of shared benchmarks (Project Milestone Mhil)aan commit in a single repository.

COTSon has beereleased as open-sourcsimulator, thus providing the reciprocal benefit
for the TERAFLUX project and the international rasg community since the first month of
the project.
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* We are able to boot a simulated system includinglidations, OS (full-system simulation)
for the TERAFLUX Baseline Machine (TBM) as desigrthin D7.1 consisting of more than
1000 cores. This put us in the world-wide frontlfioe experimenting with simulated system
of such size and it demonstratesoatinued relevanceof our objectives.

» We are able to apply modifications (e.g., we carifgathe architecture of such 1000-core
system). In general, we can navtegrate the proposed research from the partners in aesing|
platform, thus overcoming the limitation of pursyiseparate research goals and rather
achieving a common goal of improving such a lagg@essystem as a whole.

* We aim at an even increasedpact of our project using as vehicle the availabilitytioe
TERAFLUX system through the improved COTSon simatatframework. As of our
knowledge, no other simulator provides similar bigsie

» We took somextra effort (exceeding what planned) to provide a more cofwinplatform
for modeling a Future TERAFLUX Single-Chip/Packadgeugh the introduction of a model
of an off-the-shelf network-on-chip (NoC), as waiéve will benefit the whole project and
the success of the simulation framework.

Regarding the interface to the FDU, in D7.1 (Secti®.3) and D7.2 (Section 3.6) we started to
describe how the rest of the system reacts toeiherted faults. In particular, the TSU-DTA and more
recently (see D6.2) the DTS is interfaced with Baailt Detection Unit (FDU), which is in charge of

reporting about the “health” of each HW componeithiv its group of managed cores, so that the
local management as well as the global resourceagament will be improved. Here we further

detail the implementation of this interface in @@TSon simulator (in progress).

Power modeling was initially exposed by HP paringhe deliverable D7.2, Section 3.2.2. In order to
show how to collect and manipulate simulation esémisuch a way that they can be fed to other
analysis tools, such as power consumption estimabiol, HP developed a mechanism that connects
the results of a COTSon simulation to the McPATOR]ipower and area estimation tool. Here we
report some practical example on how to practiaadly the tool in the context of TERAFLUX.

In D7.2, Section 3.4.1 is presented an instandbefmodel of a NoC, based on the Noxim simulator
and integrated in the COTSon (see branches on &éorge website), and it provides information
about data latencies and throughput. Fault dete¢partner UAU) further builds on the availability
of a NoC model in COTSon.
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2 Power Modeling (UNISI, HP)

2.1 Implementation of Power model in the Simulator

In order to show how to collect and manipulate $amon events in such a way that they can be fed to
other analysis tools (e.g., a power estimation){ddP developed a mechanism that connects the
results of a COTSon simulation to the McPAT [LiIOPICPAT (Multi-core Power, Area, and Timing)

is an integrated power, area, and timing modeliaghéwork for CPU architectures. It simultaneously
models power, area, and timing of a given CPU &chire and it supports comprehensive early stage
design space exploration for processor configunaticanging from 90nm to 22nm and beyond.
McPAT includes models for the components of a cetepthip multiprocessor, including in-order
and out-of-order processor cores, networks-on-clipared caches, and integrated memory
controllers. It models timing, area, and dynamiwrscircuit, and leakage power for each of the
device types forecast in the International TechgwlRoadmap for Semiconductors (ITRS) [ITRS-
2009] including bulk CMOS, SOI, and double-gatesiators.

Isci et al. [Isci06] propose to use a global powemagement layer, which acts on a per-core basis
and in coordination with higher-level schedulingdalmad-balancing policies set in the system
software. This system is indicated to follow momopgerly the fast phase changes of a multi-
programmed workload based on several SPEC2000 tmemkb. They consider a POWER4 simulated
CMP with up to 8 cores. The DTS of TERAFLUX actsaasimilar resource management and by
interacting hierarchically and following the OS ip@s as well, but its operation is integrated also
with power, temperature monitoring and detectettsau

Bergamaschi et al. [Bergamaschi08] investigate pana&nagement both at core and chip level and
propose non-linear optimization algorithms actifgotigh DVFS to control power. They use
MaxBIPS algorithm (proposed by Isci et al. [IsciD@F a reference point for their analysis. Their
framework permits the evaluation of performance poer of a system encompassing cores, caches,
buses, memory controller and several type of iot@mection paradigms. Similarly, COTSon+McPAT
allows us to evaluate both performance and powea fmodular system composed of similar type of
componenents. Currently, COTSon and McPAT are abkslas open source.

2.1.1 Definition of the granularity

We define the granularity of the minimum subsystemder study, which in our case is equal to a
single core. Therefore, the set of parameters (eatpre, power consumption and faultiness level)
will be always considered at the core level. Aslaxgd in D6.2, these parameters are constantly
considered by the Distributed Scheduler (DTS). Agnaaller granularity, other techniques can of
course be applied, e.g., in the functional unitsshe memories and all other units that are paat of
core.

2.1.2 Interface to add Power models

The COTSon simulation platform can be easily irteef] with tools for the estimation of the power
consumption and the thermal behavior of a givehitecture. COTSon is now including an interface
to the McPAT tool.
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The architecture, whose power has to be estimaétedkgscribed in MCcPAT through an XML input
file. This input file contains both the detailedsdaption of the simulated architecture and thedfs
relevant events used by the tool to generate poeeer and timing estimates.

On the other hand, the COTSon is able to exportlsition results (i.e., events such as instruction
counts, memory accesses, etc.) in a SQLite databaseder to interface each of the two tools, a
conversion tool dotson2mcpathas been implemented by partner HPLabs. ddison2mcpats a
conversion tool that queries the COTSon simulatesult database and generates the McPAT XML
input file. In particular, theotson2mcpatool traverses the simulation database using @k &Pl
and queries about the configuration parameterssithalation sampling scheme, and the individual
events.

Running the McPAT tooperiodically results in a detailed description of the poweinestion for
each functional unit that is described in the XNk, falong with the area and timing estimationse Th
overall processing flow is described by Figure 1.

Simulation
Configuration
! example_power.in |

COTSon cotson2mcpat MCcPAT
simulator tool tool

Simulation ' i XML input file : ! power,. area...
results stored E i forthe McPAT ! ! power_analysis.txt i
. onaDB : i Tool : i '
i example_power.db | example_power.xml """""""""""""

Figure 1 — Extracting power data in COTSon.

It is worth observing that the McPAT tool is curlgndesigned to operate g®st-mortem but it
would also be possible to invoke it during simuat{or repeatedly for individual simulation intekva
to support generating power profiles over time.

Future work will consider the integration of the RET to dump its statistics in the database at every
“heartbeat” (see below) of the COTSon simulator.

2.2 Simple Use Case 1 for power estimation

As a use case, we detail here the steps that queed to generate the power consumption estimation
for a simulation of a simple architecture.
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2.2.1 The simulation description

First, we start considering the input file for t@OTSon simulator (in the following example:
example_power.in ). The detailed example and full file is reporiedthe Appendix 1 - Section
Cotson Input File. In such file, we have to modtig following two lines:

[...]
use_bsd('1p-reset.bsd’)
use_hdd(‘’karmic64.img’)

[..]

in order to correctly reflect the BSDu§e_bsd ': the BSD it's a “snapshot” of the simulated naea
given time, including the complete list of architeal component in a node) and the virtual disk of
the virtual machine (se_hdd ") that we want to use for that node.

We then set the COTSon simulation parameters iI©O&SDN simulator (COTSon accepts as input a
simple scripting language called ‘lua’). The foliowy lines in the input file allow the simulator to
store all the relevant events in a SQLite database.

In particular, theneartbeatparameter allows us to set the structure usetbte the simulation events.
In this example,

* the parametdypeis used to set a Sqlite databaypé="sqlite”),

* the filename is specified by DBFILEI¢fle=DBFILE),

* the database structure is organized per grouppgrerents, thusxperiment_idand
experiment_descriptiorespectively set the identifier of the currentexment (i.e., group of
records in the database which store the simulai@mts) and the associated description
string.

Other general parameters are:

» Thefastforwardoption, which allows us to skip the specified amtoof time (expressed in
nanoseconds), thus the simulation events for @i®g of time are not stored allowing a
faster simulation (i.e. 100M ns).

* Thetime_feedbackends a time feedback to the functional simul@ay., AMD SimNow),
so it can more accurately follow the actual simatat

* themax_nanoset the maximum simulation time (nanosecondsii®rexperiment.

The sampler parameter sets the relevant information for dgvihe simulation event sampling
process. As the previous parameters, sampler stspgmreral options.

» Thetypeoption specifies the sampling method that wiluised during simulation. Setting it
to dynamig allows us to dynamically switching among emulatfoe., pure functional
simulation), warming phase and simulation of thrgeaisystem.

» For all these phases, we can specify the amoumdradsecond (hanos) that will be used
during simulation (e.gfunctional= 500k allows us to emulate the execution of 500
microseconds). However, the max_nanos parameteifiggeghe maximum allowed period
for the simulation. Thus both the max_nanos and#émepling intervals represent two
alternative stop conditions for the simulation @es
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» Thevariable option, within the sampler parameter, containdiftef simulation events that
will be stored in the output log file or in the put database.

» The maxfunctional option allows us to specify theximum time interval for the functional
simulation. In particular, if the functional simtitan exceeds the maximum specified value,
the re-sampling procedure (i.e., the portion ofdimeulation used to extract the metric values)
is enabled.

« Similarly, the sensitivity option is used to enathle resampling procedure whenever the
normalized differential value of a monitored metiie., the differential value of the metric is
normalized and the difference from the averageevaftthe metric is compared with the
sensitivity) exceed the sensitivity value.

[...]

heartbeat = { type="sqlite", dbfile=DBFILE, experim ent_id=1,
experiment_description="test run"},

fastforward="100M",

time_feedback = true,

max_nanos="200M",

sampler=

{ type="dynamic", functional="500k", warming="100k"
simulation="100Kk",
maxfunctional=1000, sensitivity="500",
variable={"cpu.*.other_exceptions", "cpu.*.iocoun t"}

3
[.]

2.2.2 The result database of the COTSon simulation
The simulation is typically started by invoking the@tson_root>/bin/cotson command:

cotson DBFILE=\""pwd’/example_power.db\" example_po wer.in

Whereexample_power.db is the name of the file which will contain the aladase with the COTSon
simulation results, anekample_power.in is the name of the input lua file (see AppendixSection
Cotson Input File) for the COTSon simulator.

The Sqlite database allows us to store simulati@mts in a more structured format than compared to
the simple log file. The database consists of HetabData resulting from the simulations are
organized into experiments; hence:

* Theexperimentgable stores the unique experiment identifier glaith a description string.
» For each experiment, a set of rows is used totexgise machine configuratiopdrameters
table). Each row is composed of four fields:
o (i) the experiment identifier,
o (ii) the machine identifier,
o (iii) the name of the parameter used to describanthchine configuration,
o (iv) the value associated to the configuration peair.
» The simulation events are stored in the databaesey éime a heartbeat is generated (i.e.,
generally whenever a certain amount of time isrexpithe heartbeat is generated). The
heartbeatdable registers a timestamp of each received lnestrt
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* The list of all the available target system metrécsontained in the last table, called
metric_names

» Finally, themetricstable is used by the COTSon simulator to registersimulation events
effectively used among the available ones.

Whenever the heartbeat is generated, a set ofisomsed for storing selected information (i.e.gédr
system metrics) about the simulated target syssem thevariable option of thesamplerparameter in
the COTSon input file).

2.2.3 The conversion tool cotson2mcpat

At this point it is necessary to run the conversioal cotson2mepat . We call this tool with the
following syntax:

cotson2mcpat file:example_power.db 1 example_power. xml -v

* The input file is indicated bfjie:example_power.db

* The output of this step is the filgample_power.xml

» Since the COTSon simulator platform organizes titalthse of results as a set of
experiments, with all the important events recoridecach experiment, we indicated the
identifier of our experiment ag™ The option v’ is used to generate more information
during the XML file generation process (see Appgridi- Section XML input file). The
option “r’ can eventually be used to directly run the McPAdl after the XML generation

process finished.

2.2.4 The McPAT tool

MCcPAT is a tool designed for estimating the powensumption, the area and the timing of a
microprocessor [Li09]. In order to correctly estimahese three metrics, the tool processes a XML
input file containing both the description of thanftional units composing the target microprocessor
and the “events” produced by an external simulalbe events concern the output metrics that the
external simulator can provide during the simulatisuch as instruction counting, cache memories
accesses, number of simulated cycles, etc. Thetswama the description of the functional units are
organized on a per-functional-unit basis.

To run the McPAT tool, we simply launch this comman

mcpat -infile example_power.xml -print_level 5 -opt _for_clk 0 >power_analysis.txt

* The input file is indicated with-infile example_power.xml ' (which is the output from
the previous tool);

* The output of the simulation is sent to standarpui(in this example, it is redirected to the
file power_analysis.txt ) reported in the Appendix 1 — Section MCPAT sintiola results.

* The option -print_level 5 ' enables the McPAT tool to generate the highest [Eveetail
in the output
* The option “opt_for_clk 0 " tunes the tool in order to consider only the’EProduct.
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Substantially, after this step we obtain a valug@dgiht) for the power. If we want to plot a graph o
the power with time, we need to repeat this stefgHe next group of instructions. As mentioned, we
aim to automatize this step in the future.

Finally, we expect this tool to be the foundatiar the future TERAFLUX power and energy
evaluations. Code and examples are available at §0011].

2.2.5 From simulation to power: sample output for the L2 cache

The data from the result database after the prevéguulation is converted to the following format.
For example, in the following frame we highlightetidata related to the L2 cache (the complete
output is reported for reference in Appendix-1).

<component id="system.L20" name="L20">
<param name="L2_config" value="524288,16,4,1, 1,20,16,0"/>
<param name="buffer_sizes" value="16, 16, 16, 16"/>
<param name="clockrate" value="3200"/>
<param name="ports" value="1,1,1"/>
<param name="device_type" value="0"/>
<stat name="read_accesses" value="1874"/>
<stat name="read_misses" value="1874"/>
<stat name="write_accesses" value="1175560"/>
<stat name="write_misses" value="0"/>
<stat name="conflicts" value="0"/>
</component>

* Theparamnodes in the above XML code portion represent_theache description;
* Thestatnodes contain the L2 cache statistics after th& €D simulation.

The McPAT analyzes all the events associated tohellfunctional units and estimates the power
consumption of the target system. In particulag, résult of this process is an estimation of thegro
consumption for each functional unit in terms of

» dynamic pealpower. This measure reports the peak power cornsomguring the charging
and discharging of the capacitive load during ndsaatching activity of the functional unit.

» gate leakag@andsub-threshold leakageower. This represents the power consumption aue t
the leakage currents in the devices forming thetfanal unit.

» runtime dynami@ower. This measures the average power consunghdidng the charging
and discharging of the capacitive load during ndsaatching activity of the functional unit.

The output of the previous example, in particutarthe L2 cache is the following:

Total L2s:
Device Type= ITRS high performance device type
Area = 0.937911 mm”"2
Peak Dynamic = 0.165416 W
Subthreshold Leakage = 0.217494 W
Gate Leakage = 0.000684481 W
Runtime Dynamic = 0.000249549 W
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3 Thermal modeling/management (UNISI)

We decided to organize the work related to thermatieling/management in steps. Initially, we
asked to all the partners their interest in modglire temperature inside the core: the outcomiesis t
the TERAFLUX Consortium is more interested in thechmnisms tomanagethe temperature
information (“respecting the power/performance/tenapure/reliability envelope” from the abstract
of our proposal — Annex-1), therefore we focuseditasse aspects connected to enabling a thread
scheduling on the available cores based also ocadti¢ional parameter “temperature”.

An important motivation for considering temperatiga@lso that reliability and sub-threshold leakage
are exponentially related to temperature.

As for the “power” parameter this will be anotharameter to be considered at the scheduling time in
the Distributed Thread Scheduler (DTS) (see Fi@yr& he initial model that we used is very simple
in order to keep a low complexity when we have m@ng., 1000) cores: each core has an associated
temperature value and the DTS considers also #ilaewvhen deciding where to schedule threads
(the precise algorithm will be detailed later orihie project).

3.1 State of the art and related work

In order to have an appropriate view of the stdtehe art, we analyzed some related work on
Dynamic Thermal Modeling and in particular in moities and on Temperature-aware thread
scheduling and allocation.

Dynamic Thermal Modeling (DTM)

Dynamic Thermal Modeling has been studied in séweoaks [Dhodapkar00], [Brooks01], [Stan03],
[Skedron04], [Han06], [Murali07], [Kumar08], [Mutajz09].

One important observation is that optimizing thempgerature by adjusting core speeds and using
sophisticated control laws is justified only whehetnumber of cores is greater th&ns
[Mutapcic09]. In TERAFLUX, we aim to manage the marature ofa thousandor more cores, so
it's relevant to spend some resource of the systen at some cost.

Skadron et al. [Stan03], [Skadron04] introducedt$fmt’ a framework, which allows for detailed
thermal modeling thatan be included in other simulators It utilizes an equivalent circuit
comprising thermal characteristics of the packag# applies 4th order Runge-Kutta methods, with
some substantial overhead in calculation. Otheulsitars that used thermal models are TEMPEST
[Dhodapkar00], which is based on SimpleScalar awhéich extension that uses power as a proxy to
estimate temperature [BrooksO01]. This suggest stwasic model for temperature that can be
considered in TERAFLUX too.

Han et al. [Han06] present an algorithm to estinstd make projection on temperature based on
hardware performance counters, but which is mudtefathan other methods such as the one
available in the HotSpot simulator [Stan03]. Therkvaof Kumar et al. [Kumar08] proposed a
regression- based thermal model that uses hardveafermance counters available in the processor
similarly to [Han06]. Both works [Han06], [KumarO8le only limited to the uniprocessor case, but
indicates an opportunity to establish temperatorgrol even without temperature sensorswhich
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is very useful for the simulation. This gives thation to avoid using the concept of “temperature
sensor” in TERAFLUX.

Murali et al. [Murali07] study an MPSoC consistiofgl5 cores (and same number of local memories)
and propose a design-time solution of DVFS schaduliased on convex optimization that optimizes
performance (total instruction executed) while nmepthe given power and temperature constraints.
This results in a simple formula that says ttret average frequency of operation of each core
should bew/(n+l) wherew is the total number of cycles of the workloadhe number of cores ahd
the latency to finish the computation in each cdi@s formula could be considered in TERAFLUX
models for reference.

Temperature-aware threads scheduling on Multi-cores

Temperature-aware thread scheduling is also useduiti-core systems to optimize the resources
performance and to reduce thermal hotspots byilising heat generation more homogeneously
across the silicon chip layout [Powell04], [Annearm04], [Choi07], [Coskun08], [Kangl11].

Powell et al. [Powell04] is the first work that pases a combination of thread scheduling on a Chip
Multiprocessor (CMP) and on Simultaneous Multi-Tdded cores (SMT) in order to avoid
overheating cores (and therefore critical tempeesju and try reduce power-density as a
consequence. In TERAFLUX, similarly, the DTS acdsufor the temperature and may avoid
overheating cores in the operation of thread assegr.

Annavaram et al. [AnnavaramO04] used a 4-way mukico show that code that presents a large level
of thread parallelism can provide an important kge¢gion when running on a low frequency, lower

performance multi-core than a single high-frequenoynplex architecture core using exactly the

same amount of power consumption. The approachwibaise in our DTS of distributing as many

DF-threads in parallel is exactly moving in theediion of reducing the Energy expended Per
Instruction (EPI) based on the available parahelisDF-threads are mapped on lower-power
“Auxiliary Cores” (AC) (cf. D7.1, D7.2).

Choi et al. [Choi07] used an OS-level temperatuvara scheduling, which samples the 24 sensors of
a dual-core POWERS5 (1.2 GHz) every 4ms (the scleedigk). Their conclusions are relevant to our
work: i) they confirm that on-chip temperature is closelyrelated to unit utilization and ii) the
changes in temperature are in the order of hundredsof ms, which is about two order of
magnitude larger of the scheduler tick This will permit us to direct our effort to a er
consideration of the temperature variations orstiteeduling decisions.

Coskun et al. [Coskun08] proposed to use a conibmatf off-line (based on Integer Linear
Programming) and on-line techniques to minimizeperature hotspots and gradients of the MPSoC
with per-core DVFS capability. Chantem et al. [Cleam08] presented a thread assignment and
scheduling technique for hard real-time applicatiom MPSoCs, which uses a mixed integer linear
programming solver to minimize the peak temperatfiraulti-core systems based on the steady-state
thermal analysis. They also proposed two heurggifiroaches for thread scheduling based on steady-
state and transient thermal analysis. These tegbsiqould provide indication on how to distribute
computations in order to avoid thermal hotspotsweler, all these solutions are design—time
approaches.
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Kang et al. [Kangl11] propose to usdhaead migration method at runtime to respect power and
temperature constraint. This paper is also the¢, fas of our knowledge to consider such problem in
the context of 3D multi-core architectures. In THRAJX we use DTS to dynamically schedule task;
the migration is unnecessary since the needs &eendeed before the scheduling of the threads. In
other words, TERAFLUX DTS relies on thread assignimather than thread scheduling.

Temperature/Thermal management

Ebi et al. [Ebi09] propose an proactive power distiion method (named “TAPE”) based on a per-
core agent implemented in a mixed hardware anavacdt fashion to evenly distribute power and to
reduce the peak temperature while meeting the giealline constraint. The per-core agent performs
dynamic voltage and frequency scaling (DVFS) andpower gating according to measured
temperature of the core. Their approach aimsdaae the peak temperature and improves the state-
of-the-art techniques like HRTM [Powell04] and PDT¥ang09]. They use a 96-core platform using
MiBench.

In [Kumar08], while the DTM is done through perf@nte counters, as explained above, the
temperature management technique (calgdDTM) controls the chip temperature by clock-gating
or limiting tasks’ execution when the estimated penature reaches a given threshold. In
TERAFLUX, we aim to use a similar interaction beénepolicies set at software level (OS, etc.) and
lower level estimation and control through the DTS.

In [Zhang08], the authors presented the first sietib temperature-aware DVFS method to keep the
expected latency within the designer specifiedllevbile meeting the condition that the probability
of peak temperature exceeding a given threshaoddifigciently small. Their technique is an off-line
method while in TERAFLUX we aim at an on-line medbéogy (which is also in the future work of
the same authors).

Donald et al. [Donald06] suggested a two-loop syster an OS based thread migration based on
information provided at core level. In their apprbaboth hardware fine-grained adjustments to cope
with thermal emergencies and software based migrafor heat balancing and optimized
performance is used. A similar approach is supddrteghe TERAFLUX architecture, but we are also
considering power and faults.

The work from Zhu et al. [Zhu 08] stresses the ingace of thermal management in 3-D Chip
Multiprocessors: the power densities of such chiplé require frequent invocations of thermal
control. The authors develop a mathematical fortrari@o balance the workload, the power and the
temperature and implement it on a unified hardveaue OS framework (named ThermQOS).

3.2 Implementation of Thermal model in the Simulator

The Thermal Model in the simulator is currently wdm progress, based on our finding on literature.
We also believe that an interface very similahtat one designed for power should be used.
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3.3 Definition of the granularity

Recent high-performance processors like the Int@ld$-Bridge contain as many as 12 temperature
sensors [Rotem11] and there is appropriate (Idbabmal management inside the processor itself. In
the TERAFLUX project, we investigate the thermalnagement of a chip encompassing 1000+ core
and therefore focus on what to do at overall lewdlhout necessarily interfering with the per-core
thermal management.

The work by Powell et al. [Powell04] also investgmthe spatial and temporal granularity to react t
overheating (hotspots): if the granularity is tamaxse, we may lose opportunities to adaptation. In
TERAFLUX, we are targeting system with 1000+ of maores; thereforthe granularity of a core
appears appropriate (more local techniques may be applied as welhedded). For the temporal
granularity, it has been observed [Powell04] thas inot a relevant choice as long as we have the
ability to stop the computation once a certainghodd value for temperature is reached. Again,ihis
perfectly in line with the approach that we us¢éhie DTS.

Therefore we choose a single number per-core tract&ize the core (average) temperature and this
is the granularity level we aim to manage. As exygd in this document and in other deliverables

(D6.2), our view is that the Distributed Thread &thler takes care of an appropriate thread

allocation based on the global information it hasluding the temperature.

As explained below, this document introduces theegs idea of how this can be done in the
simulator.

3.4 Model of Node activity to estimate Temperature

The temperature estimation and management frameiwatil in development. We assume that we
can estimate temperature using approaches similémose found in the literature [Dhodapkar00],
[Brooks01], [Stan03], [Skedron04], [Han06], [Mufl, [Kumar08], [Mutapcic09], i.e., by an
indirect calculation during the simulation. Thidatdation has not to be done very frequently, ia th
order of every hundreds of ms as proposed in atleks [Choi07].

3.4.1 Temperature Management in TERAFLUX/COTSon

The Distributed Thread Scheduler (described in Pbdbkkeeps information about continuations (a
tuple) associated to every thread. This tuple dostat least the following information:

* The Synchronization Count (SC), which specifies thenber of producer inputs to that
thread before it becomes ready to execute.

» The Instruction Pointer (IP) is the pointer to fist instruction of the associated thread in the
code memory.

» The Frame Pointer (FP) is the address of the frimnitbe frame memory allocated for the
associated thread.

* The Core Identifier (CID), which identifies the eowhere the thread is executed.
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Another table will provide information about theres, where each core entry will have the following
fields (as shown in Figure 2):

« A POWER indicator, through which the power of tleeecis known to the DTS;
« A TEMP indicator, through which the temperaturehsf core is known to the DTS;
e A FAULTS indicator, through which the faultinedstioe core is known to the DTS.

For completeness, we recall that other informaitiastored in the continuation, like the pointershe
eventually allocated memories like Transactionahidey (TM), Owner Writeable memory (OWM)
and Thread Local Storage (TLS), already discuss&Vil, D7.2, D6.1, D6.2 (see Figure 2).

CODE MEMORY

FRAME
MEMORY

BRED
- 1

“ POWER | FAULTS

THREAD LOCAL

DTS CONTINUATION FIELDS: STORAGE

P : INSTRUCTION POINTER OWNER WRITABLE

FP : FRAME POINTER MEMORY

SC : SYNCHRONIZATION COUNTER

CID : COREID

TLSP : THREAD LOCAL STORAGE POINTER TRANSACTIONAL
MEMORY

OWMP : OWNER WRITABLE MEMORY POINTER
TMP : TRANSACTIONAL MEMORY POINTER

Figure 2 — High Level Model Implementation (a desig option for the DTS continuation).

Essentially in TERAFLUX/COTSon we are interestednodel the temperature in such a way that the
number “TEMP” gets periodically updates. Then thESDcan take into account such number and
implement one of the state-of-the-art policies dbed in Section 3.1, or more sophisticated pdiicie

The main goal at the moment is to show that we ltave a unified management that is able to
manage the information in a distributed mannetenchip.
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4 Fault-injection support (UAU)

This section reports how the information suppligdh® FDU may be used by the DTS to decide how
to distribute the threads among the cores, andsséiple, also to set the speed of each individoiad ¢
(e.g., we may decide to reduce the speed of atbatdas many faults or high power consumption or
temperature before deciding to shut it down).

In Section 3.6 of the previous deliverable D7.2 @plained the implementation of the Fault
Detection Unit (FDU) and its interfaces (partner WAThe main work of UAU with respect to WP7

concerns: (i) the implementation of the FDU arddiitterfaces (part of Task 7.2), and (ii) the fault
injection and fault tracking (part of Task 7.3).

To model the Fault Detection and Recovery appramsieloped in WP5, UAU is integrating a fault
model, which has been initially described in Dalalde D5.1, in the TERAFLUX platform.
Therefore, we base the necessary fault injectiohnigues on the given TERAFLUX architecture,
which is composed of a certain number of nodeschviself consist of cores, a “Node Manager” (D-
FDU and D-TSU) and an intra-node interconnect. Agithe nodes we assume a 2D-mesh structured
interconnection network.

Following WP5’s high level fault model, described®5.1 and D5.2, we distinguish between core
faults and interconnection faults. For core faults, further distinguish between total faults, frti
faults, and retarding faults. For interconnect tigulve differentiate between total faults and parti
faults'.

! Please refer to D5.1 for a detailed descriptiothisf fault model.
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Figure 3 - Faults in COTSon/Noxim.

4.1 Baseline Machine Integration

At this stage of the project UAU has modeled alltawithin the Network on Chip Simulator Noxim.
Noxim is integrated in the COTSon Mediator for tNetwork on Chip Timing Model between
COTSon nodes (see D7.2). Within Noxim, we model aostract TERAFLUX fault detection
architecture, depicted in Figure 3. This means, iloreproduces the TERAFLUX architecture
simulated in the COTSon nodes, consisting of nodeg;h enclose cores and the D-FDU (see D5.1
and D5.2 for further details). In the next two rgedJAU will move the current D-FDU
implementation, currently running in Noxim as ag@ssing element, onto the COTSon nodes and
show that the developed fault detection architectsicapable not only to detect the modeled familts
COTSon but also recover from them.

In the following, we describe how we model faults:
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4.2 CoreFaults

Total faults are introduced into a single core by stopping ¢bee from sending heartbeats and
execution of the current thread.

Partial faults are generated by setting a corresponding MachimeeIkCArchitecture register within
the core.

Retarding faults are introduced by lowering the IPC of the core gbee runs slower) and by setting
the corresponding Performance Counter Registetfseafore.

4.2.1 Inter-core Faults

For faults between cores we differentiate betwerits in the intra-node interconnect and faults in
the inter-node interconnect.

For the intra-node interconnect we mottthl faults by stopping the core from sending heartbeat
messages (the core is no longer reachable by &iok) andpartial faults by deferring heartbeat
messages (the path has become slower by an emreatedting).

Since we use the network simulator Noxim for thernmode network timing we can introduce more
elaborated faults, comprising link and router fauthich finally result either in partial faults twtal
faults. Different flags at a certain routers okfinn Noxim can be used for modeling these faults.
These flags may be removed later on if the faudttinsient or an intermittent fault.
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Appendix 1

COTSon input file (example_power.in )

options = {
fastforward="100M",
time_feedback = true,
heartbeat = { type="sqlite", dbfile=DBFILE, experi
experiment_description="test run"},
max_nanos="200M",
sampler={ type="dynamic", functional="500k", warmin
simulation="100k",
maxfunctional=1000, sensitivit
variable={"cpu.*.other_exception:

0",
‘cpu.*.iocount

}

one_node_script="run_interactive"
-- display=o0s.getenv("DISPLAY")

simnow.commands=function()

use_bsd('1p-reset.bsd’)

use_hdd(‘karmic64.img’)

set_journal()

send_keyboard(‘'gcc -S -0 - -O3 -c -w /home/user/te
end

function build()
i=0
while i < disks() do
disk=get_disk(i)
disk:timer{ name="disk'..i, type="simple_disk" }
i=i+l
end

i=0

while i < nics() do
nic=get_nic(i)
nic:timer{ name="nic"..i, type="simple_nic" }
i=i+l

end

McPAT input file

<?xml version="1.0" ?>
<l-- experlment est run , cpumodelxsea >

number_cache_levels" valul
number_of_L2s" value="1"/>
Private_L2" value="0"/>

onger_channel_device" value="1"/>
number_of_NoCs" value="1"/>
number_of_L2Directories" value="0" 1>
‘device_type" value="0"/>
number of_| LlDlrecIones value= >
096"/>

>

homogen_eousiccs value="1"/>
virtual_address_width" value="64"/ >

physical_address_width" value="52" />
arget_core_clockrate" value="3200 ">
otal_cycles" value="640300000"/>
<stat name=" 36532731"/>
<stat name="busy_cycles" value="3767269"/>
<component id="system.core0" name="core0">
lock_rate" value="3200"/>

hy_Regs_IRF_size" value="256"/>
struction_window_scheme" value ="0">
struction_length” value="32"/>
rchi_Regs_FRF_size" value="32"/ >
ipelines_per_core" value="1"/>
umber_hardware_threads" value=" 2>
umber_of BTB" value="2"/>
rchi_Regs_IRF_size" value-"ls"/ >
<param name="machin pe" vall
"RAS_size" value= 4'/>
umber_instruction_fetch_ports"

" value="pipeline_depth"/>
phy_Regs_| FRF -_size" value="256"/>

e="16"/>

umber_of _BPT" value="2"/>
struction_window_size" value=" 64">
icro opcode width" value="8"/>

instruction_window_size" valu e="64"/>
value="31"/>
32">

value="1"/>

ment_id=1,

g="100K",

B

sti)

mem=Memory{ name="main", latency=150 }

12=Cache{ name="I2cache", size="512kB",
line_size=16, latency=20, num_sets=4, next=mem,
write_policy="WB", write_allocate="true" }
t2=TLB{ name="2tlb", page_size="4kB",
entries=512, latency=80, num_sets=4, next=mem,
write_policy="WB", write_allocate="true" }

i=0
while i < cpus() do
cpu=get_cpu(i)
-- cpu:timer{ name="cpu’. |typ
cpu:timer{ name='cpu
ic=Cache{ name="icache"..i, size="1
latency=0, num_sets=2, next=I2,
write_policy="WT", write_allocate="false" }
dc=Cache{ name="dcache"..i, size="16kB", i ne_size=16,
latency=0, num_sets=2, next=I2,
write_policy="WT", write_allocate="false" }
it=TLB{ name="itlb"..i, page_size="4kB", en tries=40,
latency=0, num_sets=40, next=t2,
write_policy="WT", write_allocate="false" }
dt=TLB{ name="dtlb"..i, page_size="4kB", en tries=40,
latency=0, num_sets=40, next=t2,

ne_size=16,

write_policy="WT", write_allocate="false" }

cputinstruction_cache(ic)
cpu:data_cache(dc)
cpuinstruction_tlb(it)
cpu:data_tlb(dt)
=i+l
end
end
- vim:ft=lua

<param name="peak_issue_width" vall
<param name="commit_width" value="1"/>
p_issue_width" value="1"/>
'ALU_per_core" value="1"/>
otal_instructions” value-"628331
t_instructions” value="4097794"
p_instructions” value="0"/>
ranch_instructions” value="21855
ranch_mispredictions" value="116
oad_instructions” value="1181316
tore_instructions" value="118131
ommitted_instructions" value="62
ommitted_int_instructions" value
ommitted_fp_instructions” value=
ipeline_duty_cycle" value="1.619
283310"/>
283310"/>

St_\ wmdow writes” value—“628331
St wmdow /_wakeup_accesses" valu

<stat name="
<stat nam
<stat nam
db_alu_accesses" value="0"/>
db_fpu_accesses value="0"/>
lemManU_D_duty_cycle" value="0.5"
PU_cdb_duty_cycle" value="0.3"/>
UL_duty_cycle" value="0.3"/>
UL_cdb_duty_cycle" value="0.3"/>
SU_duty_cycle" value="0.5"/>
FU_duty_cycle" value="1"/>
lemManU_|_duty_cycle" value:
LU_cdb_duty_cycle" value="1"/>
="1"/>

">

PU_duty_cycle" value="0.3"/>
<component id="system.core0.predictor" name="
<param name="local_predictor_size" value="1
<param name="local_predictor_entries" value

lobal_predictor_entries" valu
<param name="global_predictor_bits" value="
<param name="chooser_predictor_entries" val
<param nam hooser_predictor_bits" value=
<param nam ad_predictor” value="14,1,16
<param nam lobal_predictor" valu 6384
<param name="predictor_chooser" value="1638

</component> <!-- PBT -->

<component id="system.core0.itlb" nam
<param name="number_entries" value:
<stat name="total_accesses" valu 552384"
<stat name: total_mlsses" value="0"/>
<stat name="conflicts" value="0"/>

</component> <!-- itlb -->

<component id="system.core0.icache" name="ica

0>
>

16"/>

0432"1>

">

6"/>

83310"/>
="4097794"/>
"0"/>
30720397461"/>

>
alue="0"/>

PBT">
41>
="16384"/>
€="16384"/>
17>
ue="16384">

384>
117>
41>

che">

Deliverable number: D7.3

Deliverable namePower and Thermal modeling and Fault injection supprt

File name: TERAFLUX-D73-v7.docx

Page 25 of 28



Project: TERAFLUX - Exploiting dataflow parallelism in Teradevicer@puting
Grant Agreement Numbe249013
Call: FET proactive 1: Concurrent Tera-device Cotimuu(ICT-2009.8.1)

,2,1,1,0,16,1"/> <stat name="conflicts" value="0"/>
6,0"> </component> <!-- L30 -->
K > <component id="system.Noc0" hame="noc0">
ead_misses" value—"1874 ‘/> <param nam lit_bits" value="256"/>
<stat name="write_accesses" value=" <param name="horizontal_nodes" value=
<stat name="write_misses" value="0"/> <param name="has_global_link" valu
<stat name="conflicts" value="0"/> <param name="link_throughput" valus
</component> <!-- icache --> <param name="link_routing_over percentage” va lue="0.5"/>
<component id="system.core0.dtlb" name="dtlb" > <param name="chip_coverage" value="
<param name="number_entries" value="40"/> <param name="vertical_nodes" value-”l”/>
<stat name="total_accesses" value="2356877" > <param name="input_ports" value="1"/>
<stat name="total_misses" value="0"/> <param name="type" value="0"/>
<stat name="conflicts" value="0"/> <param name="output_ports" value="1"/>
</component> <!-- dtlb --> <param name="clockrate" value="3200"/>
<component 'system.core0.dcache” name="dca che"> <stat name="total_accesses" value="0"/>
<param name="dcache_config" value="16384,16 ,2,1,1,0,16,0"/> <stat nam uty_cycle" value="1"/>
<param name="buffer_sizes" value="16, 16, 1 6, 1"/> </component> <!-- noc0 -->
<stat name="read_accesses" value="1181316"/ > <component i ystem.mem" name="mem">
<stat nam ead_misses" value="0"/> <param name="mem tech node" value="32"/>
<stat name="write_accesses" value="1175560" > <param nam 6"/>
<stat name="write_misses" value="0"/> <param nam "8"I>
<stat name="conflicts" value="0"/> <param name="page_size_of DRAM_chip" value: ">
</component> <!-- dcache --> <param name="number_ranks" value="2"/>
'system.core0.BTB" name="BTB"> <param name="output_width_of_DRAM_chip" value ="8"/>
i 1,3"> <param name="internal_prefetch_of_DRAM_chip" value="4"/>
> <param name="Block_width_of DRAM_chip" value= "64"/>
<stat name=" <param name="device_clock" value="200"/>
</component> <param name="num_| banks of_DRAM_chip” value "8 ">
</component> <! <param name=" peak transfer rate" value="6400" />
<component id="system.L1Directory0" name="L1Dir ectory0"> <stat name="memory_accesses" value="1874"/>
orts" value="1,1,1"/> </component> <!-- mem -->
i /> <component i ystem.mc" name="mc">
8,8,8,8"/> <param name="I0_buffer_size_per_channel" valu e="32"/>
="4096,2,0,1,10 0,100,8"/> L wi |_size_per_channel" val ue="32"/>
0"/> <param name="lIc_line_length" value="64"/>
<param name="mc_clock" value="400"/>
% <param name="number_ranks" value="2"/>
<stat name="read_misses" value=" <param name="addressbus_width" value="51"/>
<stat name="write_misses" valu ‘memory_channels_per_mc" value="1 ">
<stat name="conflicts" value="0 ‘number_mcs" value="0"
</component> <!-- L1Directory0 --> peak_t transfer rate" value="6400" />
<component id="system.L2Directory0" name="L2Dir ectory0">
orts” value="1,1,1"/>
levice_type" valu emory_reads" value="1874"/>
uffer_sizes" value="8,8,8,8"/> 'memory_writes" value="0"/>
ir_config" value="4096,2,0,1,10 0,100,8"/> </component> <!-- mc -->
irectory_type" value="0"/> id="system.niu" name="niu">
<stat name="read_accesses" valui ‘number_units" valu
<stat name="write_accesses" valu clockrate” value="350"/>
<stat name="read_misses" value=" ="type" value="0"/>
<stat name="write_misses" valu uty_cycle" value="1.0"/>
<stat name="conflicts" value="0' otal_load_perc" value="0"/>
</component> <!-- L2Directory0 --> ni
<param name="L2_config" value=" 1,20,16,0">
<param name="buffer_sizes" valut 16"/> withPHY" value="1"/>
<param name="clockrate" value="3200"/> <param name="num_channels" value="8"/>
<param name="ports" value="1,1, ”350"/>
"device_type" valu
read_accesses" valu uty_cycle" value=' "l 0>
read_misses" value otal_load_perc" value="0"/>
‘write_accesses" valu <lcomponent> <!I-- pcie -->
‘write_misses" val ystem.flashc” name="flashc">
<stat name="conflicts" value: ‘number_flashcs” value="4"/>
</component> <!-- L20 --> <param name="withPHY" value="1"/>
<param name="type" value="1"/>
="peak_transfer_rate" value="200"/ >
1> uty_cycle" value="1.0"/>

<stat name:"writeiaccesses“ valut
<stat name="write_misses" value:

McPAT output results

McPAT (version 0.8 of Aug, 2010) is computing the t
MCcPAT (version 0.8 of Aug, 2010) results (current

Technology 22 nm
Using Long Channel Devices When Appropriate
Interconnect metal projection= aggressive interco
projection
Core clock Rate(MHz) 3200

Processor:
Area = 5.71035 mm”2
Peak Power = 3.26812 W
Total Leakage = 1.07086 W
Peak Dynamic = 2.19727 W
Subthreshold Leakage = 1.06684 W
Gate Leakage = 0.00401736 W
Runtime Dynamic = 0.26991 W

Total Cores: 1 cores
Device Type= ITRS high performance device type
Area = 1.80503 mm"2
Peak Dynamic = 0.84629 W
Subthreshold Leakage = 0.593165 W
Gate Leakage = 0.00126014 W
Runtime Dynamic = 0.26966 W

Total L2s:
Device Type= ITRS high performance device type
Area =0.937911 mm"2
Peak Dynamic = 0.165416 W
Subthreshold Leakage = 0.217494 W
Gate Leakage = 0.000684481 W
Runtime Dynamic = 0.000249549 W

Total NoCs (Network/Bus):
Device Type= ITRS high performance device type

arget processor...

print level is 5)

pESEREA————

nnect technology

[ ——

otal_load_perc" value="0"/>
</component> <!-- flashc -->
</component> <!-- system -->
</component> <!-- root -->

Area =0.0611096 mm~2

Peak Dynamic = 0.643255 W
Subthreshold Leakage = 0.0179458 W
Gate Leakage = 5.82246e-05 W
Runtime Dynamic = 0 W

Total Flash/SSD Controllers: 4 Flash/SSD Controll ers
Device Type= ITRS high performance device type

Area = 0.131969 mm"2

Peak Dynamic = 0.0964636 W

Subthreshold Leakage = 0.0165631 W

Gate Leakage = 0.000140058 W

Runtime Dynamic = 0 W

Total NIUs: 1 Network Interface Units
Device Type= ITRS high performance device type
Area = 1.30046 mm"2
Peak Dynamic = 0.176111 W
Subthreshold Leakage = 0.100884 W
Gate Leakage = 0.000853082 W
Runtime Dynamic =0 W

Total PCles: 1 PCle Controllers
Device Type= ITRS high performance device type
Area = 1.47387 mm"2
Peak Dynamic = 0.26973 W
Subthreshold Leakage = 0.120787 W
Gate Leakage = 0.00102138 W
Runtime Dynamic =0 W

Core:
Area = 1.80503 mm”2
Peak Dynamic = 0.84629 W
Subthreshold Leakage = 0.593165 W
Gate Leakage = 0.00126014 W
Runtime Dynamic = 0.26966 W
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Instruction Fetch Unit:
Area = 0.195882 mm"2
Peak Dynamic = 0.110828 W
Subthreshold Leakage = 0.204435 W
Gate Leakage = 0.000361928 W
Runtime Dynamic = 0.000602019 W

Instruction Cache:
Area = 0.085274 mm"2
Peak Dynamic = 0.0492197 W
Subthreshold Leakage = 0.0165821 W
Gate Leakage = 2.46382e-05 W
Runtime Dynamic = 0.000134032 W

Instruction Buffer:
Area = 0.000754971 mm"2
Peak Dynamic = 0.00217751 W
Subthreshold Leakage = 0.000209095 W
Gate Leakage = 3.27157e-07 W
Runtime Dynamic = 2.13681e-05 W

Instruction Decoder:
Area = 0.106826 mm"2
Peak Dynamic = 0.0455126 W
Subthreshold Leakage = 0.184982 W
Gate Leakage = 0.000321652 W
Runtime Dynamic = 0.000446619 W

Renaming Unit:
Area = 0.0469804 mm~2
Peak Dynamic = 0.0306179 W
Subthreshold Leakage = 0.00835367 W
Gate Leakage = 2.32158e-05 W
Runtime Dynamic = 2.17373e-11 W

Int Front End RAT:
Area = 0.0143549 mm"2
Peak Dynamic = 0.00515925 W
Subthreshold Leakage = 0.00151142 W
Gate Leakage = 2.10606e-06 W
Runtime Dynamic =0 W

FP Front End RAT:
Area = 0.0199486 mm"2
Peak Dynamic = 0.00673318 W
Subthreshold Leakage = 0.00273252 W
Gate Leakage = 3.84272e-06 W
Runtime Dynamic =0 W

Free List:
Area = 0.00417332 mm~2
Peak Dynamic = 0.00167418 W
Subthreshold Leakage = 0.000603379 W
Gate Leakage = 7.82638e-07 W
Runtime Dynamic =0 W

Int Retire RAT:
Area = 0.000651412 mm"2
Peak Dynamic = 0.000729371 W
Subthreshold Leakage = 0.000120592 W
Gate Leakage = 1.9569e-07 W
Runtime Dynamic =0 W

FP Retire RAT:
Area = 0.000651412 mm"2
Peak Dynamic = 0.000729371 W
Subthreshold Leakage = 0.000120592 W
Gate Leakage = 1.9569e-07 W
Runtime Dynamic =0 W

FP Free List:
Area = 0.00417332 mm~2
Peak Dynamic = 0.00167418 W
Subthreshold Leakage = 0.000603379 W
Gate Leakage = 7.82638e-07 W
Runtime Dynamic =0 W

Load Store Unit:
Area = 0.140683 mm"2
Peak Dynamic = 0.0516465 W
Subthreshold Leakage = 0.0205757 W
Gate Leakage = 4.31955e-05 W
Runtime Dynamic = 0.00017223 W

Data Cache:
Area = 0.085274 mm"2
Peak Dynamic = 0.0372062 W
Subthreshold Leakage = 0.0165821 W
Gate Leakage = 2.46382e-05 W
Runtime Dynamic = 8.94167e-05 W

LoadQ:
Area = 0.014924 mm"2
Peak Dynamic = 0.00374056 W
Subthreshold Leakage = 0.000665865 W
Gate Leakage = 1.62348e-06 W
Runtime Dynamic = 2.76045e-05 W

StoreQ:
Area = 0.014924 mm"2
Peak Dynamic = 0.00374056 W
Subthreshold Leakage = 0.000665865 W
Gate Leakage = 1.62348e-06 W
Runtime Dynamic = 5.52089e-05 W

Memory Management Unit:
Area = 0.0215983 mm~2
Peak Dynamic = 0.0220847 W
Subthreshold Leakage = 0.00526948 W
Gate Leakage = 2.10997e-05 W
Runtime Dynamic = 7.16525e-05 W

Itlb:
Area = 0.00928538 mm~2
Peak Dynamic = 0.00776393 W
Subthreshold Leakage = 0.00130384 W

Gate Leakage = 2.89467e-06 W
Runtime Dynamic = 4.30743e-05 W

Dtlb:
Area = 0.00928538 mm~2
Peak Dynamic = 0.00388197 W
Subthreshold Leakage = 0.00130384 W
Gate Leakage = 2.89467e-06 W
Runtime Dynamic = 2.85782e-05 W

Execution Unit:

Area = 1.39989 mm"2

Peak Dynamic = 0.631113 W
Subthreshold Leakage = 0.354532 W
Gate Leakage = 0.000810696 W
Runtime Dynamic = 0.268814 W

Register Files:
Area =0.111148 mm"2
Peak Dynamic = 0.0343728 W
Subthreshold Leakage = 0.0095046 W
Gate Leakage = 1.34297e-05 W
Runtime Dynamic = 0 W

Integer RF:
Area = 0.0555739 mm~2
Peak Dynamic = 0.0280595 W
Subthreshold Leakage = 0.0047523 W
Gate Leakage = 6.71487e-06 W
Runtime Dynamic =0 W

Floating Point RF:
Area = 0.0555739 mm"2
Peak Dynamic = 0.00631338 W
Subthreshold Leakage = 0.0047523 W
Gate Leakage = 6.71487e-06 W
Runtime Dynamic =0 W

Instruction Scheduler:
Area = 0.0127407 mm"2
Peak Dynamic = 0.0257902 W
Subthreshold Leakage = 0.00247094 W
Gate Leakage = 5.09262e-06 W
Runtime Dynamic = 0.000106882 W

Instruction Window:
Area =0.00226786 mm~2
Peak Dynamic = 0.00712748 W
Subthreshold Leakage = 0.000612285 %
Gate Leakage = 1.53483e-06 W
Runtime Dynamic = 3.61554e-05 W

FP Instruction Window:
Area = 0.00509946 mm~2
Peak Dynamic = 0.0114554 W
Subthreshold Leakage = 0.00110068 W
Gate Leakage = 2.44905e-06 W
Runtime Dynamic =0 W

ROB:
Area = 0.00537336 mm~2
Peak Dynamic = 0.00720734 W
Subthreshold Leakage = 0.000757978 w
Gate Leakage = 1.10874e-06 W
Runtime Dynamic = 7.07262e-05 W

Integer ALUs (Count: 1):
Area = 0.0384544 mm"2
Peak Dynamic = 0.140884 W
Subthreshold Leakage = 0.0279667 W
Gate Leakage = 6.39207e-05 W
Runtime Dynamic = 0.0452976 W

Floating Point Units (FPUs) (Count: 2 ):

Area = 1.11344 mm"2

Peak Dynamic = 0.213378 W
Subthreshold Leakage = 0.202442 W
Gate Leakage = 0.000462702 W
Runtime Dynamic = 0.134046 W

Complex ALUs (Mul/Div) (Count: 1):

Area =0.115363 mm"2

Peak Dynamic = 0.0845306 W
Subthreshold Leakage = 0.0839 W
Gate Leakage = 0.000191762 W
Runtime Dynamic = 0.0893639 W

Results Broadcast Bus:

Area Overhead = 0.00571706 mm"2
Peak Dynamic = 0.118238 W
Subthreshold Leakage = 0.0255858 W
Gate Leakage = 5.84789e-05 W
Runtime Dynamic = 8.9801e-11 W

L2

R ——

Area = 0.937911 mm~2

Peak Dynamic = 0.165416 W
Subthreshold Leakage = 0.217494 W
Gate Leakage = 0.000684481 W
Runtime Dynamic = 0.000249549 W

Flash Controller:
Area = 0.0329922 mm~2
Peak Dynamic = 0.0241159 W
Subthreshold Leakage = 0.00414076 W
Gate Leakage = 3.50146e-05 W
Runtime Dynamic =0 W

NIU:
Area = 1.30046 mm~2
Peak Dynamic = 0.176111 W
Subthreshold Leakage = 0.100884 W
Gate Leakage = 0.000853082 W
Runtime Dynamic =0 W
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******************
PCle:

Area = 1.47387 mm~2

Peak Dynamic = 0.26973 W

Subthreshold Leakage = 0.120787 W

Gate Leakage = 0.00102138 W

Runtime Dynamic =0 W

******************
BUSES

Area = 0.0611096 mm~2

Peak Dynamic = 0.643255 W

Subthreshold Leakage = 0.0179458 W

Gate Leakage = 5.82246e-05 W

Runtime Dynamic =0 W

Bus:
Area = 0.0611096 mm~2
Peak Dynamic = 0.643255 W
Subthreshold Leakage = 0.0179458 W
Gate Leakage = 5.82246e-05 W
Runtime Dynamic = 0 W
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