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Glossary
BW  Bandwidth

CPl  Cycles per Instruction

DDM Data-Driven Multithreading

DTA Decoupled Threaded Architecture

HPC High Performance Computing

HPEC High Performance Embedded Computing
L Latency

StarSs Star Superscalar
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Executive Summary

This document is the first deliverable of WP2, Bemarks and Applications. The objective of this
workpackage is to understand the runtime behawbapplications in order to establish a guidelime i
the design of the other components of the compusygfem in TERAFLUX. As TERAFLUX
explores the design of highly parallel teradeviggtems, a key step in the project is understanitieg
fundamental requirements of highly parallel appi@ss and their implications on all layers of a
computing system that supports a data-flow progremgnand execution model — from the
programming model itself, down to extensions to swdity architecture.

The deliverable describes the results of the fiesir of the project in tasks 2.1 and task 2.2. &hil
task 2.1 is finished, task 2.2 will continue durittge second year of the project. The activities
performed in task 2.1 relate to the selection @f éipplications and benchmarks to be used in the
project. The criteria used to select the applicetimclude aspects implicit to the application (édm
inherent parallelism, data-flow characteristicantactional memory requirements) and others related
to practical aspects (availability of the code,ikamlity of realistic input data, previous experee of
partners with the code...). The codes have beessifikd in two lists: kernels/benchmarks and full
applications.

In order to make the kernels, benchmarks and agijaits available to all partners in a uniform

distribution, a disk image is based on a Linuxatation where all the necessary libraries and
environments have been installed (i.e. MPI, Statgime). The disk contains both the compiled
codes with all the necessary data to be able tohem, and also the source code, scripts and Makefi
to be able to rebuild them. The format was chosmh $hat it would natively plug into the COTSon

simulation platform, and the partners can theretangfigure the simulation platform to simply boot

Linux from the disk image and run the applications.

The activities performed in task 2.2 relate to ¢haracterization of the applications. The pararseter
that will be used to characterise the applicatibase been classified into resource requirements
(memory bandwidth, network latency and bandwidthrapelism,...) and TERAFLUX specific
requirements (transactional memory and data fléwjescription of the methodologies to be used is
given in section 3. While some of them are basedwmalytical methods, a large bunch of them are
based on tracefile generation of real runs andemifft types of post-processing and automatic
analysis methods. Section 4 presents a descrigifoimitial results for some of the project
applications.
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1 Introduction

This is the first deliverable of WP2, Benchmarksl alpplications. Understanding the runtime
behaviour of applications is a crucial guidelinetliie design of computing systems, as they are the
effective consumers of the underlying compute povwerTERAFLUX explores the design of highly
parallel teradevice systems, a key step in theept@ understanding the fundamental requiremdnts o
highly parallel applications and their implicationis all layers of a computing system that supparts
data-flow programming and execution model — froma flnogramming model themselves, down to
extensions to commodity architecture. This exploraincludes:

» Identify applications that can serve as referermi@ations for a programming model based
on data-flow principles, and that can efficientbalke to utilize teradevice system.

» Characterize the resource requirements of theselyhigarallel applications, in terms of
memory usage, bandwidth, and latency. Identify texformance requirements from
underlying interconnection network. These char@ties will assist the architectural
exploration performed in WP6.

* Uncover common data-flow and data-locality pattamplicit to the reference applications
that can be disseminated into the programming mduéiP3) as either data-flow or
transactional semantics.

 Port a few applications to the programming moddissen by WP3. Initially, we will
consider the StarSs (BSC) and DDM (UCY) programmingdel, and the DTA (UNISI)
execution models. The ported applications will Bediby the other work packages to guide
their proposed designs.

» Extract the interesting patterns and data accemsgéghat will assist other work packages
build sensible benchmarks that can test the praposestructs in all domains: programming
model (WP3), compilation platform (WP4), reliabilifWwP5) and architecture (WP6).

1.1 Document structure

The deliverable is organized as follows: this sectintroduces the deliverable and its structure,
section 2 describes the criteria that have beed tasselect the applications and benchmarks ated lis
the actual selected ones (task 2.1). Section Fpitgedhe parameters that will be the object of the
applications’ characterization and explains the hméotlogies that will be used in this
characterization. Section 4 presents some inigislilts of the characterization and finally sectton
concludes the document.

1.2 Relation to other deliverables
No specific one.

1.3 Activities referred by this deliverable

This deliverable refers to the activities performadasks 2.1 and 2.2 during the first year of the
project. Task 2.2 will continue its activities dugithe second year of the project.
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2 ldentification of reference applications

The goal of task 2.1 is to identify a number okrefhce applications that can potentially utilizera-
device. As this scale of parallelism is currenthjyoavailable in the High-Performance Computing
(HPC) and High-Performance Embedded Computing (HRd&E®nains, and according to what was
defined in the description of work, we have inltiafocused our search on HPC and HPEC
applications that are expected to scale with telcigyo Such applications include physical, biologjica
and physiological simulations, and sensor datafuapplications implying sonar/radar and video.

However, although initially it was not explicitindicated in the description of work, only working o
real (complete) applications can exclude more sgalresearch in the framework of the different
workpackages: for example, to be able to effeqtidgfine the programming models features and to
be able to compare different solutions, small beraks that expose specific behaviours are required.

With this objective, the workpackage has workeddentify whole reference applications and small
kernels and benchmarks.

2.1 Criteria

To select the project applications, different pagtars have been taken into account. Among them:

» Application domain: the task has considered apfitina from different domains in order to
consider the different particularities of each tgg@roblem

* Inherent parallelism: the use of task-based data-firogramming model with transactional
semantics is expected to enable applications tosxtheir parallelism but it is necessary that
enough inherent concurrency is present in the égorin order to scale to a large number of
cores.

* Realistic input data: In order to convince the stfie and industrial community about the
features of the TERAFLUX architecture and softwaneers real applications with real input
data should be used.

» Existence of open source code: This requirementoldloto enable the availability of the
codes to the project partners and also to enablertject to publish modified versions of the
code that would be made available to the community.

» Existence of research collaborations between thgr partners and the code developers:
this is not a requirement but it is a positive aspsince it will help in the impact of the
project and also in the progress of the researok @dth the applications.

» Existence of previous versions and experience byptioject partners: the project does not
have enough effort and time to start from scratelw rapplications. This can be only
considered for small kernels/benchmarks.

» Exposure of data-flow characteristics: to enablatral porting to data-flow programming
model / architecture

» Exposure of transactional memory requirements:larfyj to enable to show the benefits of
transactional behaviour.
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2.2 Kernels / Benchmarks

The following table lists the kernels and benchrmeadentified so far and that will be used in the
project. For each of them we list the name, thénparthat is responsible for the code, the source o
programming model of the initial code, if the caddially presents need for transactional memory

and which will be the performance reference used.

Benchmark Contributing Initial Need for| Performance
partner code ™ reference
Matmul BSC StarSs MKL
Radix Sort UNISI SPLASH-2
Lonestar Delaunay BSC Galois Galois
Lonestar Barnes-Hut BSC Galois Galois
Cholesky BSC StarSs MKL
Sparse LU BSC StarSs MKL
FFT2D BSC StarSs FFTW
SPECFEM3D BSC StarSs Sequential
N Queens BSC StarSs Sequential
Lee’s Routing] UNIMAN ™ ™
algorithm
Vacation UNIMAN ™ ™
Bayes UNIMAN ™ ™
Genome UNIMAN ™ ™
Intruder UNIMAN ™ ™
Kmeans UNIMAN ™ ™
Laberynth UNIMAN See Lee-TM
Ssca? UNIMAN ™ ™
Yada UNIMAN ™

Table 1. List of kernels and benchmarks
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2.3 Full Applications

The following applications have been initially sgkr due to their representativeness in the HPC
world, their scalability in the current supercompgtmachines, the availability of code and in some
cases for the collaborations existent between #mmn@rs and the authors of the codes. Some of the
codes have been initially made available with tineent parallelization in MPI.

Benchmark Contributing Initial code | Performance reference
partner

GADGET BSC MPI Original code

GROMACS BSC MPI Original code

PEPC BSC MPI Original code

SWEEP3D BSC MPI Original code

WRF BSC MPI Original code

STAP (Radar) THALES C Sequential

Viola & Jones THALES C Sequential

(Pedestrian detection)

Table 2 List of full applications

2.3.1 HIPEAC repository

The TERAFLUX partners are involved in the HIPEAC tWNerk of Excellence
(http://www.hipeac.net). Most of them are also\azgparticipants at the Task Force on Applications
inside HIPEAC. As other projects that are largelyriveh by HIPEAC partners
(http://www.hipeac.net/related), we share the gbalelecting a set of well-characterized applicaio
and input data sets. This is a practical way ofr@mwcode sharing and collaboration within the
European Projects community.

The HIPEAC Task Force had previously proposed sofrtie applications selected in this WP as
representatives of their respective domain. In TERAX, we will explore their scalability by using
our dataflow programming and execution model.

In the opposite direction, some applications hagenbcontributed directly by our partners; after we
have characterized them and agreed on their apatepess, we will contribute them to the HIPEAC

repository. As mentioned before, we would like otlpeojects to use them as a reference, and
therefore be able to compare their performance vploeted and run on top of other platforms.

2.3.2 Initial Reference Kernel/Application Disk Image

Given the variety of kernels and applications esgudo in the project, which span multiple
programming models, it is important to provide @dirtners with a baseline installation that can be
used in conjunction with the simulation platfornuc8 a distribution was therefore prepared at BSC
and distributed to the partners.

In order to avoid portability and compatibility isss, the baseline distribution is packed as a fak d
image containing a basic Linux installation. Thenfat was chosen such that it would natively plug
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into the COTSon simulation platform, and the padnean therefore configure the simulation
platform to simply boot Linux from the disk imagedarun the applications.

On top of the Linux installation, the disk imagentains an initial set of benchmark kernels and
applications, both pre-compiled and in binary foias, well as all the tools needed to modify and
recompile the source files. Furthermore, the imagtudes an extensiblExperiment Management
System (EMS) that manages the execution and compilatfdmoth the benchmarks and any external
tool required, such as the compilation tool-chdmsthe different programming models. EMS is
designed with extensibility in mind, so that moemnbhmarks and tools can be easily added to the disk
image, either by re-distributing a new version loé image itself, or by distributing an archive
containing only the additions.

The EMS is composed of a set of meta-scripts thatracts the idiosyncrasies of the individual
benchmarks by providing a uniform interface to tha@ihd execute benchmarks. The usage of the EMS
script is outlined below.

A root@manu3: /lhomeluser - =
root@manu3: /home/user#
root@manu3:/home/user# ./ems
Usage: ems [<options>] <{command> <module> [<{command arguments>]
Options:
=y print executed commands
Commands:
get <urld> download and prepare a module for its usage
(you must call clean before get if the module already exists)
list list available modules
info <module> show info for given module
build  <module> build a module
run <{module> <size> run a module with given test size
(if <size> is not given, lists the available sizes)
clean  <module> clean module execution results
wipe <{module> remove all contents created by the module
dist <module> prepare a module for its distribution (using 'get’)
The <module> argument can be one of:
- 'all’ all modules
- <Lprefix> all modules starting with {prefix>
- otherwise a specific module name

oot@manu3:/home/user#
oot@manu3: /home/user# []

Figure 1 EMS usage information

EMS abstracts the datasets for each benchmarkpheiefined names small, medium, andlarge.
These abstract names are translated by the main E&t&-script into benchmark-specific runtime
arguments. This translation is naive by design iarichplemented by executing sub-scripts named
after the abstract dataset size. This enables udetise disk image to manually change dataset
arguments and thereby utilize EMS for any additiobenchmarks characterization performed.
Moreover, upon benchmark execution, EMS createsve mun directory that stores the execution
output thus providing a foundation for methodiaainparative studies of the benchmarks.

Finally, EMS uses a hierarchical directory struetto store the benchmarks and external tools,
including their binaries, source codes, datasetscigion scripts, and build scripts. This design, i
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turn, allows users to track script execution inesrid simplify its extensibility by providing usensth
a glimpse into the internal workings of the EMSiyti
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3 Methodologies wused in the characterization and
modeling of project kernels/benchmarks/applications

3.1 Parameters to be measured

Application requirements dictate the platform sfieation. But little is known about the resource
requirements of current HPC applications, and hal they can utilize teradevice systems. This is
even more critical in the evolving field of High iR@mance Embedded Computing (HPEC), where
the application and platform are tailored together.

We will study and model the demands from the imenect network, the memory bandwidth, and
memory locality patterns. For example, increasihg nhumber of computing cores is already
pressuring the memory system, thus limiting avégldiandwidth and increasing access latencies. A
better understanding of the actual use of datapplications will show the variability in memory
requirements - in terms of size, bandwidth, ancepisbility to latency - of different computations
inside the application. Additionally, we will focas the inherent computational tasks inside HPC and
HPEC applications, thus gaining more concise afmectye insights of the transactional and data-
flow semantics. This information will serve as ddgline in the design of asymmetric distributed
memory systems, as well as in the mapping of coatijpms to computing elements using
data/computation scheduling algorithms.

Of particular interest will be to understand therelttteristics of applications using the programming
model that combines dataflow and transactions.

Another way to characterize applications is the gasaf architecture independent metrics
[Amesfoortl0, Strohmaier0O4]. We briefly explain theethodology below. Some tools likatel
Parallel Sudio XE provides ways to measure “parallelism” as defibgd.eiserson [Frigo98]. This is
discussed in subsection 3.3

According to this, we have classified the paransetebe evaluated from the applicationg&esource
requirements and TERAFLUX execution model requirements. For these two categories, the following
parameters have been identified:

Resource requirements

*  Memory BW

» CPI Breakdown

e |Interconnection: BW, L
e Memory hierarchy

* Memory locality patterns
» Parallelism

TERAFLUX execution model requirements

* Transactional needs
o Proportion of time spent executing transactions
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o0 Characteristics of the executed transactions
o0 Characteristics of the wasted work due to transacborts
« Data flow needs

We have also classified the type of evaluation maalyic evaluation (those performed staticallyam
analytical way) and Evaluation using performancetitooing tools (those based on actual results of
applications on real or simulated platforms).

Metrics to characterize Parallel Applications

We want a way to effectively address the problerohafracterizing each parallel applications limiting
its scale by splitting the potentially infinite djgation space into a limited set of applicatioasdes.
This idea is not entirely new, as a similarity-lthssxonomy has been recently proposed. We focus on
a mostly quantitative application characterizatimased on [Amesfoortl0, Stroghmaier04]. They
introduce a set of metrics to characterize apptinatand we show how they can be evaluated for
three case-studies. Once a wide range of appl=atave been characterized, we can identify a
limited number of application classes. Next, foesh classes, dedicated programming tools can be
used to write high-performance parallel softwara iproductive way. In the following paragraph, we
enumerate the set of metrics:

Metrics related to Computation [Amesfoortl0] (Available concurrency Qonc), Arithmetic
Intensity @l), Operation Mix OpMix), Memory Footprint MemFt).

Metrics related to Communication: (Count, Direction R/'W), Length Len), Alignment @Align))

Metrics related to Synchronization: (Local synchronization (LSyncs), Global Synchraiian
(GSyncs), Update ConflictspdCt))

If we assume that the data access of any codegf8traier04] can be described as several concurrent
streams of addresses which in turn can be chalzsddy a single, unique set of performance related
factors. As performance factors for our characé¢ion we chose:

Main factors of performance: (Regularity, Data Set Size, Spatial locality, Teng Locality and
reuse).

At the current moment, we do not have specific messent but we consider these kind of
characterizations very relevant to us.

The next sections present the methodologies tHabevused in the project to perform the appliaatio
characterization. We have classified them accorttntpeir nature, differentiating analytic methods
from methods that use performance/monitoring tools.

3.2 Analytic evaluation

3.2.1 Dataflow analysis

For the purpose of analysing the STAP and Pededidection applications, Thales used the internal
SpearDE co-design environment, allowing the impletaton of signal and image processing
dataflow applications onto heterogeneous distribatehitectures.
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We mostly used the first stages of the whole SpEaxDrkflow:

Application Analysis: The first stage consists of describing the datafigplication as an acyclic
graph within the graphical environment of PtolemyThe nodes of this acyclic graph represent
statically affine nests of loops to be executedrdlie elementary operations to be applied on the
dataflow, whereas the edges represent the inpptibtiow.

This representation uses a multi-dimensional Syrabws Data Flow-like model of computation
based on the ArrayOL formalism, allowing to highliggseveral axes of parallelism beforehand. Task
parallelism becomes obvious in the graphical repradion and data parallelism is highlighted inside
each node through the external loops to be executed

At this point, despite the fact that the applicatidesign is architecture agnostic, thanks to the
information describing an elementary operationadsizes are computed by the tool on the fly
allowing to compute a preliminary estimation ofahghput and computational load.

This information will be later used in the Spear®Bvironment to prepare the user-assisted
architectural mapping phase, to automatically geeethe communications allowing to transfer data
between processing elements, or to automaticaly fieveral elementary tasks together to reduce the
communication overhead.

In order to test the validity of the applicatioragh, sequential, executable C code can be generated
and its results are compared to those from theaebe implementation.

From this Application Analysis phase, the TERAFLIgKoject will take benefits from the data-flow
description of the application, the associatedrestd throughput, and from the sequential versfon o
the application to validate against.

Communications and the Transposition problem:For signal processing applications, the dataflow
usually consists of multidimensional data (e.garjdvhereas the elementary tasks consist of variou
filters, dot products, averaging, interleaving aedinterleaving to be applied to several dimensans
this multi-dimensional data.

However those elementary operations make no asgumpbn the data organization applying
themselves to the first dimensions of the inpuadSbme extra data transpositions (or corner turns)
are therefore necessary prior to applying the etéang operations. To avoid extra communication
costs, those transpositions are performed alongse@leommunications between processing elements,
trying both to maximize data-locality and to mine@imemory occupancy.

Within the TERAFLUX project, we will first considethose transpositions as extra elementary
operations, allowing to directly use the TERAFLUXnemunication model at the cost of extra

communications. In a second step we will considatbedding those transpositions into the
communication scheme to reduce the communicatiors @enefit from better data locality as

presented above.
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3.2.2 Task graph generation

The StarSs programming model is based on the dyngemieration of a task graph that is used by the
runtime to exploit the concurrency of the compuatatiThe task graph is built taking into account the
actual data dependences of the tasks. Although &uéxecution time, the StarSs runtime is able to
generate a graphical version of this graph postenoin such a way that the task graph can be used
to characterize the application. The basic charatitethat can be observed from the task graphes
potential concurrency, although in heterogeneoudr@mments where given tasks may require
specific hardware the graph may also reflect thf@rmation. Although currently not available,
further information that could be extracted frora tiraph is the amount of data that flows through th
graph and how it is transformed by each task. Tehe pictures show views of different task graphs
that show the variability of their morphology:
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Examples of StarSs Task Dependence Graphs: a)xMatriiply; b) Check LU (composition of LU
and check of results); c) PBPI
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3.3 Evaluation using performance/monitoring tools

3.3.1 Memory BW

Consolidating multiple cores on a single chip imgwsiuch higher bandwidth requirements on the
shared components of the memory system — namelgffkehip memory bandwidth and the shared
caches. Off-chip memory bandwidth is limited by thenber of chip-to-board pins on one hand, and
by the signalling frequencies of each pin on theentOn-chip caches are therefore commonly used to
reduce the number of off-chip accesses, therelycred off-chip bandwidth (and access latencies),
but are limited in size.

These design issues motivate the exploration of omgnmequirements of real parallel applications.

As we are not assuming parallel applications tkpti@tly target shared-memory CMPs, we base our
predictions on the per-CPU memory requirementssifiduted memory MPI applications. Although
this methodology is imperfect (data may be repéiddietween nodes, which may result in pessimistic
predictions when addressing shared-memory enviratsjiewe believe it provides a good indication
of the requirements from a CMP memory system.

Methodology

We perform a full execution of the application,timsented at the higher abstraction level: CPU
bursts, synchronization and communication eventprdduces a full time-stamped trace of events,
annotated with hardware performance counters amdameusage statistics associated with each CPU
burst. The full trace, representing hours of reaceation, is still too large for processing. In erdo
reduce it to a manageable size, we apply non-lifidlering and spectral analysis techniques to
determine the internal structure of the trace aetkal periodicity of applications. Based on this
analysis, we can cut a sample of the original {rbe¢ween 10 and 150 times smaller than the full
trace [Casas07]. Next, we use a density-basedecdingtalgorithm applied to the hardware counters to
determine the most representative computation CRtstd inside a period of the new trace
[Gonzalez09]. At that point, we can analyse indtioh each one of the detected CPU phases (cluster
of CPU bursts).

Our evaluation platform is a cluster of JS21 blaffexies), each hosting 4 IBM Power PC 970MP
processors running at 2.3 GHz. Each node has 8fGB\M, shared among its 4 processors, and is
connected to a high-speed Myrinet type M3S-PCIXDpd1t, as well as two Gigabit Ethernet ports.
In order to avoid contention on the nodes’ RAM, thenchmarks executed using only a single
processor per node. Therefore, an application ngnain 64 processors actually had exclusive access
to 64 nodes and 256 processors, of which 192 wibeg3 per node) such that each processor used by
the application had 8 GB of memory and the fulldwidth at its disposal.

3.3.2 CPI Breakdown

A common metric used to evaluate processor perfocm the average number of cycles required to
complete the processing of a single instructiorgyoles-per-instruction (CPI). This metric, acquired
by averaging the number of instructions processent a period (measured in cycles), accounts for
the different pipeline stalls that may occur duripm@cessing and provides a simple computational
throughput metric.
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Using hardware performance counters the basic C#tiencan be broken down to its specific
components — the average delay induced by eadiedthctional units and different types of stalls.
These include memory stalls, waiting for specifimdtional units, etc. Breaking down the basic
metric into its individual components enables ddrainderstanding the performance bottlenecks, and
how the programming model and processor desigetgterformance.

Methodology

The results presented in next section were obtaedunning selected MPI applications on the
MareNostrum supercomputer, and sampling the diftehardware performance counters throughout
the run, thereby providing continuous performaneasurement that facilitates performance analysis
of individual computational phases.

The design of hardware performance counters doesupgort a continuous tracking all the counters
on each processor. We have therefore used a telhgaonpling of different counter sets among the
different threads, which divides the entire courgtets into separate subsets and assigns a subset to
each of the application’s threads. Furthermoregrifer to get a more accurate approximation of the
CPI breakdown, the subset of performance countacked by each thread is switched regularly,
while making sure that at any given time the défdrsubsets are distributed among the threads such
that the collection of subsets covers the entit@fsperformance counters

The direct result of this technique is a trace émtaining the performance counter readings for al

the threads, where at any given point in the tesmeh thread has accurate reading for a subset of al
the performance counters. We then use CPI-basegphalation to approximate the values for the each
thread’s missing counters based on the accuratesyalampled by other threads. This interpolation is
based on the periodic nature on parallel scienéfiplications, according to which all the threads

typically execute the same code at any given time: a&e therefore likely to experience the same
behaviour.

Finally, the interpolated counter values are usederive a continuous CPI breakdown estimate for
the entire runtime of the application.

3.3.3 Interconnection: BW, L

One of the key elements of current large-scale cienp is the interconnection network, and although
an interconnection network can be characterizednbayy parameters, latency (L) and bandwidth
(BW) are the more representative.

While latency (L) measures the time that it takesessage to travel from one node to another the
bandwidth (BW) measures the number of bytes senupi of time. The characterization that we
want to do is to evaluate the impact of the lateasgt bandwidth in current applications, in such a
way that we can extrapolate the importance of tpaesameters in the future architectures.

The methodology explained in this section relatethé evaluation of latency and bandwidth in MPI
applications by means of using the Dimehssulator.

! hitp://www.bsc.es/plantillaA.php?cat_id=475
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Methodology

Dimemas is a performance analysis tool for mesgagsing programs. It enables the user to develop
and tune parallel applications on a workstationjleviproviding an accurate prediction of their
performance on the parallel target machine. Theeias simulator reconstructs the time behavior of
a parallel application on a machine modelled bgtao$ performance parameters. Thus, performance
experiments can be done easily. The supported ttangditecture classes include networks of
workstations, single and clustered SMPs, distritbuteemory parallel computers, and even
heterogeneous systems.

Several message-passing libraries are supportatl MRI is the more well-known nowadays. For
communication, a linear performance model is uged,some non-linear effects such as network
conflicts are taken into account. The simulatanwal specifying different task to node mappings.

Dimemas generates trace files that can be analyg@erformance analysis tools, like Pardyéat
enable the user to conveniently examine any pedoom problems indicated by a simulator run.

The analysis module performs critical path analysjgorting the total CPU usage of different code
blocks, as well as their importance for the progexmcution time. Based on a statistical evaluation
synthetically perturbed traces and architecturahipaters, the importance of different performance
parameters and the benefits of particular coderigditions can be analyzed.

Figure 2 represents how Dimemas can be used anmkttedits of using the Dimemas environment for
application analysis, development and tuning. Thesefits are based in the possibility of not using
parallel machine to run the application to get tfeeces and the possibility to analyze different
application choices without changing or re-runnimg application itself.

Using Dimemas instrumentation libraries, the trdeefan be obtained either in a dedicated parallel
machine or in a shared sequential machine. Insttatien libraries only record the CPU time in
between communications and the communications pviesi, thus the tracefile does not contain any
record of network contention or processor preemptiith these records Dimemas will rebuild the
application behaviour, using the tracefile and dhehitectural parameters defined. Per process CPU
time is used as opposed to elapsed time. In thig Vea process suffers preemption during the
instrumentation, Dimemas will not consider the pmpted time and the predicted performance will
approximate what would happen in a dedicated machimthis way, Dimemas enables the analysis
(or characterization) of applications for non-esrgt machines by means of using the architectural
parameters and the traces obtained from the afiplicains.

The loop involving Dimemas and Paraver, the sinoul@nd the visualization tool, is the second

benefit of using this environment. The user hasctience to analyze the application behavior when
some parameters are changed, for example, whatheflpen to application execution time if the

execution time of a given function is reduced byd30In the output information section, some

examples describe the different possible analysis.

2 http://www.bsc.es/plantillaA.php?cat_id=485
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In the description of the architectural parametkesuser can define different types of parameites, |
the architecture of the machine (processors pee,uerformance of the processors), but here we will
focus on the network parameters. The interconnectetwork is represented with two parameters:
number of links from a node to the network, repnése by L, and number of buses in the network,
represented by B. For each of the links, the pat@rsdatency and bandwidth can be defined with
different values to model heterogeneous networkitactures.
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Figure 2 CEPBA-Tools workflow

3.3.4 Memory hierarchy

Performance analysis tools allow the analyst toewstdnd the idiosyncrasies of an application to
finally improve it. However, these tools require mitoring regions of the application to provide

information to the analyst, leaving the non-morégtbregions of code unknown to him or her, which
can result in lack of understanding of importantgaf the application.

In TERAFLUX we will use a methodology that combigimstrumentation and sampling mechanisms
iIs able to enrich the performance analysis expeeidny supplying performance metrics on non-
monitored regions. This methodology can be appleéedtudy other aspects besides the memory
hierarchy impact, but it is described here as denat example.

This methodology uses computation burst clusterdmgl a mechanism called folding. While
clustering automatically detects application sutet folding combines instrumentation and sampling
to augment the performance analysis details. Fglgirovides fine grain performance information
from coarse grain sampling on iterative applicaidrolding results closely resemble the performance

3 CEPBA-Tools is the set of performance analysisstd@m BSC, mainly the Dimemas simulator, the Parav
visualizer and analyzer and a set of tracing and toraatic  analysis  tools.
Seehttp://www.bsc.es/plantillaF.php?cat_id=52
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data gathered from fine grain sampling with an alisomean difference less than 5% and taking
benefit of the marginal overhead imposed by sarggincoarse granularity.

Gathering information using sampling requires clgps proper sampling rate. If the analyst does
not know the application well enough, the electibthe sampling frequency becomes a blind process
and the analyst will first try a default frequendfythe analyst considers that the quantity of siasp
are not enough to characterize the region of istewéhin the application, then another executiolh w
be needed with the consequent waste of computsuyrees.

The sampling frequency must not be too high in iora® to disturb the application behavior. The

objective of both sampling and folding is to prawithrge quantity of details while keeping the

overhead at minimum. To accomplish our objectiveuse large sampling periods and we apply the
folding process on iterative applications (whick aery common in scientific computing). Folding is

a post-mortem mechanism that reports the instaotenevolution of performance metrics (i.e.,

MFlops) along delimited regions by gathering thegked metrics along the whole execution.

Folding combines instrumented and sampled infonationtained in a tracefile to augment the
details of the instrumented regions. In the foldimgcess, instrumented and sampled information play
different roles. Instrumented information is usedlélimit regions and to determine to which region
sample belongs. Sampled information determines thewperformance behaviour evolves within the
region to which it belongs.

Instead of dealing with the cloud of samples, wdgum a polynomial adjustment using the Kriging
contouring algorithm. We benefit from the Krigintparithm in several ways. First, as an analytical
model we can compute its derivative and, from thawvdtive, we can compute the instantaneous
rates. Second, and to serve further analyses, mpleahe Kriging result to reintroduce the folded
metrics as synthetic events into the tracefile aser requested rate. Finally, the contouring élyor
serves also as a noise reduction mechanism.

As we have seen, the folding mechanism requires doaeefile events to delimit to which region a
sample belongs. To delimit the regions, an opt®toimodify the application at compile or link time
in order to obtain these delimiters using instrutagon. Another option is to enable the
instrumentation package to do this automaticallyour case, the Extrae instrumentation package
instruments MPI calls through the PMPI interfacbeTresulting tracefile contains information on
entry and exit points to the MPI calls. We definbanputation region as the code between a MPI exit
point and the following MPI entry point. The comatibn regions are then used as delimiters in the
folding process. In order to identify differentiasces of the same computation region to be fotahed
the synthetic regions we use a clustering tools Thistering tool uses a post-mortem density-based
clustering algorithm and groups similar computati@gions using the metrics contained in the
tracefile. The clustering tool reports two differayutputs: pair-wise scatter-plots for each of the
metrics used in the clustering process and an atetbtracefile indicating the computation clusters.

3.3.5 Memory locality patterns

In order to evaluate hardware and software locadityare policies, we use an application
instrumentation tool to obtain application trac@sce we obtain the application traces, we perform
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different experiments using a cycle-accurate sitouléo study and evaluate the different locality
policies.

The applications evaluated in the project are |pa@llel applications, and they are too big tcaobt
traces of the full execution.

For this reason, we use SimPoint/Optima [Casas07idéntify the most relevant part of the
application. This selected representative parhefapplication is usually a parallel section. Owee
identify the most relevant part of a parallel apgiion, we use an instrumentation tool (Pin, BProbe
or Valgrind) to instrument the application code afthin the traces.

The traces of an application contain a set of filgl information about the application basic blsck
instructions and memory addresses. Within this rinfdion, the simulator can reproduce the
application behaviour. The instrumentation toolpregrammed so that all thread traces maintain
application synchronization.

As an example, for OpenMP applications, we splihethread trace in separate files when a barrier is
found. Through this mechanism, execution on a kitatcan reproduce the application including its
threads’ synchronization.

3.3.6 The parallelism

The parallelism denotes the amount of calculatibas are carried out simultaneously, operating on
the principle that large problems can often be ddigi into smaller ones, which are then solved
concurrently ("in parallel™).

The parallelism is defined as the ratio of totakkvim span. If you run an application on many fewer
processors than the parallelism, then you shoutgt@xlinear speedup. We need tools designed for
general-purpose parallel programming, but alsoiapeed effective for exploiting dynamic, highly
asynchronous parallelism, which can be difficultvidte in data-parallel or message-passing style.

The philosophy behind Cilk[CILK546] is that a pragmmer should concentrate on structuring his
program to expose parallelism and exploit localiggving the runtime system with the responsibility
of scheduling the computation to run efficiently the given platform. The basic Cilk language is
simple. It consists of C with the addition of thréeywords to indicate parallelism and

synchronization.

Methodology

Let us denote by f'the execution time of a given computation on Pcessors. Thevork of the
computation is the total time needed to executéhadlads in the dag. We can denote the work with
T4, since the work is essentially the execution tohthe computation on one processor.

Notice that with T work and P processors, the lower bourdT /P must hol8l The second limit is
based on the programspan denoted by T, which is the execution time of the computationam
infinite number of processors, or equivalently, time needed to execute threads along the longest
path of dependency. The second lower bound islgiimp> T...

4 This abstract model of execution time ignores memrmerarchy effects, but is nonetheless quite ateyBlumofe95s].
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Cilk's[CILK546] work-stealing scheduler execute€igk computation on P processors in timg<T
T1/P +0O(T.,), which is asymptotically optimal. Empirically,dttonstant factor hidden by the ligs
often close to 1 or 2 [Blumofe95], and the formula

Tp zT]_/F) + T,

is a good approximation of runtime. This performaneodel holds for Cilk programs that do not use
locks. If locks are used, Cilk does not guarantegthang. (For example, Cilk does not detect
deadlock situations.) We can explore this perforeeamodel using the notion pérallelism, which

is defined a9 = Tu/T... The parallelism is the average amount of workefeery step along the span.
Whenever R< P, that is, the actual number of processors is nsmchller than the parallelism of the
application, we have equivalently that/F »>T,. Thus, the model predicts thabt & T1/P, and
therefore the Cilk program is predicted to run watmost perfect linear speedup. The measures of
work and span provide an algorithmic basis for eahg the performance of programs over the
entire range of possible parallel machine sizek'sCiiming instrumentation can measure these two
guantities during a run of the program, no mattev imany processors are used [CILK546].

3.3.7 TERAFLUX execution model requirements

TM requires a programmer to mark code blocks thaess shared data as transactions. Whenever a
transaction executes, a runtime system recorddréimsaction’s data accesses into a readset and a
writeset. These sets are compared with the seithef concurrently executing transactions for agces
conflicts (write/write or read/write). If conflicip accesses are detected then one of the corglictin
transactions is aborted and restarted. A conterianager decides which transaction to abort. A
transaction that completes execution of its codekoWwithout being aborted can commit its writeset.

We instrumented our software TM library to colle=tecution data from the execution of the
applications. We present those metrics commonlyd use characterize applications in the TM
literature, and introduce two new metrics not seethe TM literature; the transaction executiongim
histograms and the Instantaneous Commit Rate (ICR).

In transactions (InTX) is the percentage of total time the applicationgnspexecuting
transactions. For the applications studied, theaneimg percentage of time is spent executing
serial code. A high InTX means an application speost of its time executing transactions, thus
possibly stressing the TM implementation more taampplication with low InTX.

Wasted work shows the percentage of transaction execution sipgmt executing transactions
that subsequently aborted. It is calculated bydilng the total time spent in aborted transactions
by the time spent in all (committed and abortedhpsactions. High amounts of wasted work can
be an indicator of poor contention management aetimaking, low amounts of parallelism in
the application.

Aborts per Commit (ApC) shows the mean number of aborted transactions gamdted
transaction. ApC is not directly related to wasteatk, but is an indicator for the same issues
mentioned for wasted work. For example, high wastedk in combination with a low ApC
(aborting a few long/large transactions, and fangrmany short/small transactions) may indicate
poor contention management decision-making, andystg the application may lead to better
contention management policies.

Abort histograms detail how the ApC is spread amongst the transastie.g. is the ApC due to
a minority of transactions aborting many times befmmmitting, or vice versa?
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Contention Management Time (CMT) measures the percentage of time the mean committed
transaction spends in performing contention managenwhen conflicts are detected. In
combination with wasted work and abort histograntad# is possible to understand which
contention manager may be most effective for tiodilpd application.

Transaction execution time histogramsshow the spread of execution times of committed
transactions. This metric describes how homogeneougterogeneous is the amount of work
contained in transactions for a given application.

Instantaneous Commit Rate (ICR)graphs show the proportion of committed transastian
sample points during the execution of the applicatilCR includes only completed, i.e.
committed or aborted, transactions, and does ndude active transactions. Low ICR is
indicative of wasted work.

Readset & writesetsizes are a measure of the memory boundednessnofiitted transactions in
an application. They can be used for selectingdouff cache sizes for Hardware TM (HTM)
implementations. Data from non-trivial TM applicats gives higher confidence that the
hardware will not overflow for a large proportiohttansactions. In Section 4 a writeset is always
a subset of its corresponding readset because@lltations first read data before writing. For
other applications, these sets may only overlapgatistinct.

Readset-to-writeset ratio (RStoWS)xhows the mean number of reads that lead to a imrite
committed transaction. Execution usually involveading a number of data elements, performing
computation, and writing a result to a data element
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4 |Initial characterization and modelling of project
kernels/benchmarks/applications

This section presents results of the initial chimazations being performed using the different
methodologies presented in the previous section.

4.1 Analytic evaluation

4.1.1 Dataflow analysis
STAP

The purpose of the Space-Time Adaptive ProcesstighAP) for Radar application embedded in
planes is to detect the position and radial spdednother flying target despite the presence of
ground-based or flying jamming devices.

Pulse compression

PulseComp
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- Filters

IN bursts
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Stap Filter
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= R
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avg_power

CFAR Thresholding

Figure 3 STAP Dataflow

The STAP algorithm, presented in Figure 3, is pseirgy 3-dimensional input data bursts composed
of (antenna, pulse rate and range gate), and @sased into the following phases:

1. During the Pulse Compression phase, the input kigimanverted into complex floating point
number data.

2. The Steer Vectors & STAP Filters computation phake&h is preparing the necessary filters
used by the STAP algorithm.

3. The STAP phase responsible of applying the STABrahgm.

4. The CFAR Thresholding post-processing phase isoresple for reducing the number of
false alarms.

Deliverable number: D2.1
Deliverable nameReport on the reference set of applications chaasehjnitial
characterization of the applications

Page 27 of 44



Project: TERAFLUX - Exploiting dataflow parallelism in Teradevicer@puting
Grant Agreement Numbe249013

Call: FET proactive 1: Concurrent Tera-device Cotmuu(ICT-2009.8.1)

Estimated Throughput / Data & Time profile: As the radar is using 5 different antennas, eath wi
a pulse frequency of 0.5ms and bursts compose@ puides, a full burst need to be processed in up
to 5*0.5*32= 80ms. The estimated correspondingubhput and load is appearing on Figure 4.
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Figure 4 STAP throughput

Viola and Jones (Pedestrian detection)

The pedestrian detection algorithm consists of yapgla cascade of simple classifiers in order to
assess the existence of a pedestrian in a givenrsddw of an image (video frame). The cascade is
computed offline and contains several stages. E&gje contains one strong classifier computed from
several features. The number of features growsreilly with the stage index in the cascade. A
classifier consists of a thresholded weighted stithefeature values. In their turn the featureugal

are computed as a thresholded weighted sum ofeiiffesimple rectangle filters.

The cascade is applied exhaustively on image &les given scale, which represents the size of the
detectable pedestrian. Several scales are to lteldblpetween the smallest scale (given in thenaffli
cascade file, e.g. 18x36 pixel tiles) and a maxinalimwable scale (which is a function of the image
size). Therefore the cascade file needs to bedsaalerder to handle different tile sizes.
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Figure 5 Viola & Jones Dataflow and throughput
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The main stages of the pedestrian detection akgorére the following:

1. Load one frame and original cascade file

2. Compute intermediate representation from thgiral image (used in computing the rectangle
filters efficiently)

3. For all tiles at a given size compute tile vacia(needed for normalizing classifier values).

4. Apply first stage of the cascade on all tileetdh only valid tiles (according to the stage
threshold). Apply second stage on the valid tildjzdate valid tiles list, and so on.

5. Display valid candidate windows after the laage in the cascade.

6. Pass to next image tile size and repeat 3-5.

7. Post-process results at each tile size.

Estimated Throughput / Data & Time profile: The pedestrian detection algorithm is to be applie
with video recorder running at 15 frame per secdhd, search frame scanning the 32-bit image
scaling from x1 (18x36 pixels) to x6 (108x216 p&elThe required throughput for a single frame
therefore vary from 4 * 18 * 36 * (241-18) * (326B= 166MB to 4 * 108 * 216 * (241-108) * (321-
216) = 33MB. At 15FPS, the throughput varies froMGB to 495MB. Figure 5 presents the
throughput associated with each elementary operatio

4.2 Evaluation using performance/monitoring tools

4.2.1 Memory BW

Application Description

GADGET?2 Cosmological N-body and smoothed partigidrbdynamics simulations

GROMACS | Molecular dynamics package simulatingNlegvtonian motion equations of large
particle systems

LESLIE3D Computational fluid dynamics code

MILC Large scale simulations of four dimension&l(8) lattice gauge theory

POP Ocean circulation model

SOCORRO Self-consistent electronic-structure datmns

SPECFEM3D)| Southern California seismic wave propagation bagexh the spectralelement
method (SEM)

TERA TF 3D Eulerian hydrodynamics application

VAC4 Solver astrophysical hydrodynamical and maghgdrodynamical Problems

WRF Mesocale numerical weather prediction system

ZEUS-MP Computational fluid dynamics for astroplegsiphenomena

Table 3 List of examined applications
Results

In order to predict the bandwidth requirements,mesasured the per-processor bandwidth consumed
by each benchmark at three levels: the off-chip orgrbandwidth, L2 bandwidth, and L1 bandwidth.
Figure 6 (a) and (b) depict the average per-pracest-chip bandwidth, and Figure 6 (c) and 2
depict the bandwidth between the L1 and L2 caches.
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For the sake of readability, the benchmarks weti¢ isppo two groups, based on their bandwidth
consumption. As discussed Section 3, the entiegwgion time is divided into clusters. Phases of an
application experiencing similar characteristicsspecifically CPI, computation intensity, percentage
of TLB misses, and bandwidth requirements — areupged into the same cluster. For each
benchmark, we focus our discussion on the foutetasiominating benchmark’s runtime. Therefore,
the X axis represents the percentage of the exectithe spent in each cluster, and the Y axis shows
the measured bandwidth in MB/s.

Figure 6 (a) and (b) show the off-chip memory baiddhvmeasured: Figure 6 (b) shows the results
for benchmarks classified as having low memory kbadith requirements, whereas Figure 6 (a)
shows the results for benchmarks classified asvetial intensive.

........

......................
......

(b) Memory Bandwidth: Low BW group

uuuuuu

(c) L2 Bandwidth: High BW group (d) L2 Bandwidth: Low BW group
Figure 6 Bandwidth requirements

The figures show that the low-bandwidth benchmaekperience a typical off-chip memory
bandwidth of 50-200 MB/s, whereas the high-bandwgtoup typically requires between 100 and
400 MB/s, with peaks reaching as high as 700 MBi&.as these values represent the per-processor
average, they are likely to scale linearly whencpesors are consolidated on a single chip. Placing
100 processors on a chip is therefore likely taumegsustained off-chip memory bandwidth of 10
GB/s to 40 GB/s, and may even peak to 70 GB/s.

Compared with the off-chip bandwidth, the obseri:2dcache bandwidth is an order of magnitude
higher. This is understandable as the L2 cachéfiligs bandwidth that would otherwise go off-chip
(the same conclusion would apply for L1 vs. L2 baidlth). To better understand the effectiveness of
the caches, as well as variations in measured hdtihvbetween particular clusters, we have
investigated three workload related metrics: freqye of memory accesses (the number of
instructions per memory access) and the L1 and is2 rates.
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Figure 7 depicts the above metrics for MILC 3(apAB&ET2 3(b), WRF 3(c) and SOCORRO 3(d),
respectively. Each figure is split into two subiple— the top plot presents the bandwidth for thenma
memory, and L2 and L1 caches bandwidth, and theomoplot shows the frequency of memory
accesses, L2 and L1 miss rates of the respectigtecs. Both sub-plots have the same X-axis, do0 tha
bandwidth variations can be correlated with vawiai in cache miss rates and/or frequency of
memory accesses.

For MILC, the first significant change in bandwidthobserved between second and third cluster, as
the memory bandwidth decreases (note the logamtivandwidth scale), despite the increase in
memory access frequency. This is explained byebaation in L1 and L2 miss-rates, which indicates
that more data is fetched from the caches (malmdyLtl, whose bandwidth increases), suggesting the
third cluster experiences better data locality.irilar trend is observed between the third andhfort
cluster, in which the L1 bandwidth increases evethér indicating a much higher data locality.
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Figure 7 Memory bandwidth requirements of selectedpplications, and their associated

A similar behaviour can be seen in WRF, when ttarsng between second and third cluster, even
though in this case we do not see an increase limomeaccess frequency.

For GADGET2, we observe the effects of differeficefncies of L2 cache. Between the first and
second cluster, we see the a large increase imh@vidth accompanied by a dramatic decrease in L2
miss-rate (and a similar, yet less noticeable effed.1), again suggesting better data locality.as

hits filter away more of the memory bandwidth. Tinend continues between the second and the third
cluster. Finally, in the fourth cluster, both L1da? cache miss rates remain on the same levele whi
frequency of the memory accesses decreases, veaidh to decrease in bandwidth demands of all L1
and L2 caches and main memory.
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Finally, for SOCORRO we see a big increase in feegy of memory accesses between the first two
clusters. The increase is large enough that dvaugh the L1 cache miss-rate decreases slightly, it
cannot fully absorb the larger number of memoryeases. Still, the L2 manages to capture most of
the memory access frequency, as attested by iteat miss-rate. As a result, both L1 and L2
bandwidth increase, and the main memory bandwidtinedses.

The results suggest that despite the fact that mebandwidth requirements are seemingly high, in
many cases data locality is substantial enough thaththe caches capture most of the traffic. The
evaluation suggests that, for CMPs consisting ofaup100 processors, aggressive on-chip caching
may suffice in bridging the gap between the ment@mydwidth required by parallel applications and
the effective off-chip bandwidth supported by caotrememory technologies. However, our
observations also suggest that the tipping poirkslat ~200 processors on a chip, at which point
existing memory technologies will not be able tmwpde applications with sufficient memory
bandwidth.

4.2.2 CPIl Breakdown
Results

Figure 8 and Figure 9 show the CPI breakdown forRM#Rd GADGET?2 (due to lack of space, we
only show results for two of the applications amaly, see [Pavlovic10] for more details).
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Figure 8 CPI breakdown for WRF, running on 16, 32,64, 128 processors. Results are shown for a single
sample thread.

Figure 8 illustrates the CPI breakdown for WRF. T@PI pattern clearly describe the data
initialization part at the beginning of the exeoutithe parallel computational phase at the hdaheo
execution, followed by a termination phase. Furtime, it is clear that the initialization and
termination phases do not scale as the level dllpism increases and become the dominant time
consuming factor as the computational phase idereded with the increased parallelism.

When examining the scaling of the parallel phasées clear that WRF is a floating-point intensive
application, as the biggest source of pipelinelstal WRF is the functional units, contributing
roughly 50% of the CPI throughout the computatigrtedse. The rest of the pipeline stalls are mostly
associated with the memory system, and are mottlpwged to data cache misses, either directly or
indirectly (LSU full), or due to the basic latenaf/the load/store units.
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Figure 9 CPI breakdown for GADGET?2, running on 32,64, 128 processors (the dataset is too big to fih o
a 16 processor configuration). Results are shownrfa single sample thread.

A similar CPI breakdown is observed for GADGET2vesll, as shown in Figure 9. GADGET2's
three parallel computational phases appear addagniy point intensive segments in mid-run. These
phases are separated by MPI communication phaaesattifact of the programming model, rather
than an intrinsic component of the computation. M/lthe main causes for pipeline stalls are
generally similar to WRF, GADGET2 also has a ndtlegportion of its stalls caused by the fixed-
point functional units (FXU), and miscellenious glipe stalls (branch mispredictions, I-cache misses
microcoding overheads, etc.).

Overall, these initial results are very promisinghe context of the TERAFLUX project, as dataflow
programming models are ideally suited for furthargtlelization of floating point and fixed point

operations, which account for 50% of the pipelinalls Moreover, dataflow models facilitate

judicious data scheduling and can typically providghly efficient use of the memory heirarchy —
much better than that of prevalent cache architesttihat rely on demand fetching.

4.2.3 Interconnection: BW, L

This section presents initial characterization ltesthat have been obtained with the application
Gadget. The first step was to generate a tragafitereal run in the MareNostrum supercomputer. For
example, the tracefile on the top of the figureolekhows a plot of the tracefile when using 256
processes. The tracefile is a timeline where eaethrépresents a process of the application (ajmou
the lines are collapsed to make a more compactama@nfferent colors represent different activities
The light blue represents the phase of the apmitathen computation is performed, an all the other
colors represent the time when the applicatioxézeting an MPI call.

The image below is the reconstruction that Dimeisaable to perform when we simulate with an
ideal network (latency =0, bandwidth = infinite)iflerent behaviours can be observed for different
areas of the applications. For example, the fitkgadher + sendrecv area is not affected by theofise

an ideal network, denoting that the network is limoiting the performance of the application in this
area. However, there are areas where the impattteohetwork is important: alltoall, sendrec and
waitall.
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Similarly to this analysis, with Dimemas we canfpan exhaustive exploration of the sensitivity of
the applications to network parameters, varyingtla@d ploting the results in 2 or 3D charts.
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Figure 10 Impact of network in GADGET

4.2.4 Memory hierarchy

In the analyses we study some of the more timetsuimg computation regions [Servat09, Servatl11].
Every computation region is described by a figurthe folded hardware counters that were gathered
in the execution using sampling. Moreover, eachpaation region is manually divided in different
phases according to the variation on the slopeyncd the shown metrics. Each application analysis
contains also two informative tables per computatbase. One table contains hardware counter
rates and phase duration. The other table desdiifgemore time consuming code lines within the
phase providing either file and line number loaagior the name of the routine.

The plots and the table containing the hardwarentewurates allows us determining potential
performance problems, either by direct observatiooy relation between them.

PEPC

PEPC was executed on a machine with four Intel Ihgton hex-core processors running at 2.4GHz.
The binary was generated by GNU C and Fortran dengpversion 4.3.4 using -O3 as optimization
parameter and run using 16 cores. The applicafionwith a medium size input and gathering 10
samples per second. We show in Figure 11 the sedait two of the more time consuming
computation regions in the application, namely @u8 and Cluster 4. Each plot contains the folded
cumulative sample values for three different metri;ommitted instructions, L2 cache misses and
data TLB misses.

The overall behaviour of the computation regionswahis very bad in terms of MIPS rates. In fact,
several phases present extremely low MIPS ratemn Ehe highest MIPS rate is 1500, that represents
an IPC of 0.6 at the processor speed, which isdar the ideal IPC of the machine (4).
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Cluster 3 presents four different phases. The ptigpoof MIPS to L2 cache miss rates outlines that

of every 100 instructions miss in L2. Phase B shthesbetter MIPS rate in this computation region.
The L2 cache miss rate in this phase is similgpitase A. Then comes phase C, which runs at 80
MIPS, which is the worst rate in the region. ThghhL2 and TLB miss rates seem to indicate that
they are the limiting factor of this phase. We disoe to mention the variability of the TLB misses
this phase. In contrast, L2 cache does not suféen this issue because its size and associatwity i
larger than the TLB (TLB is 4-way with 32 entriebaveas L2 cache is 12-way with 49152 entries).
Improving the performance on this phase would idelusing large memory pages. Finally, phase D
that executes a large quantity of operations. This increase the register pressure in the innermost
part of the loop, so improvements using loop umgltechniques may be limited because the number
of operations surpasses the number of registetsH@pever, the nested loop may benefit from
vectorization due to the reduction of control instions and the availability of additional register
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Figure 11 Impact of L2 cache misses and D-TLB missén performance of PEPC

Cluster 4 is segmented in five phases. In phasseAsee a large variable increase in the number of
data TLB misses which is derived from the large benof memory allocations done in the related
part of the code. Phase B shows a extremely loRSHate (close to 16), committing less than 10%
of instructions of the region in 60% of the compiatatime. Phase C shows the highest MIPS and L2
cache miss rates in this computation region, 4@D4amillion respectively. Phase D makes a list of
unfinished particles using a loop that accesseseamutive addresses controlled by an if clause.
Finally, phase E refers to a loop with an irregudacess pattern, which is caused by accessing
different locations of a hash table.

4.2.5 Memory locality patterns

For this task, we have performed a series of exparis using the PARSEC/NAS suites using a 16-
core CMP configuration. We have evaluated LocatiBnagement policies using a comparison of two
CMP architectures: a cache-based CMP architectuteand L2), and a Local Memory-based
architecture (LO and LP as Local Memory).
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The cache-based CMP divides its memory accessesédmtl1 cache, L2 cache, Remote L2 cache
and Main Memory. The L1 cache is a 4-way 32KB caelnel the L2 is a 4-way 256KB cache.

In this architecture, Locality aware policies ardomatically achieved due to the hardware cache
coherence protocols.

The Local Memory-based CMP divides its memory asegdbetween LO cache, LP or Local Memory,
Remote LP, Main Memory and Page Migrations. The&che is a 4-way, 4KB cache that only stores
data on the Local Memory. Each LP is a scratchpachory of 256KB. In this architecture, Locality
is achieved through page migration from off-chipnmeey to the on-chip local memories.

When a page access count exceeds a certain thdgshdata page is automatically migrated to the
on-chip memories. Figure 12 shows the data layoutafl memory access for the PARSEC/NAS
benchmarks.

Data Layout comparison in Cache/ScratPad CMP

S

Figure 12 Data layout for PARSEC/NAS benchmarks

Each benchmark is represented by two stacked-lmghgr the left bar is the cache-based CMP
architecture, and the right bar is the local merzaged CMP architecture. Each bar shows stacked
the layout of all memory accesses. Through thess, we can observe where most of the data is
allocated for all applications/architecture.

As it can be observed, using page migration, measthmarks achieve a similar access time for the
cache and local-memory based architectures.

4.2.6 Transactional Memory

This section presents the initial characterizatesults for the benchmark Lee-TM and a subsetef th
STAMP benchmark (Genome, KMeans, and Vacation).

Lee-TM is a circuit router that makes connections autorallyi between points. Routing is
performed on a 3D grid that is implemented as aidinlensional array, and each array element is
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called a grid cell. The application loads conne®idas pairs of spatial coordinates) from an input
file, sorts them into ascending length order (tduce ‘spaghetti’ routing), and then loads them into
thread-local queues in a round-robin manner. Eaat then attempts to find a route from the first
point to the second point of each connection byopeing a breadth-first search, avoiding any grid
cells occupied by previous routings. If a routéoisnd, backtracking lays the route by occupyingl gri
cells. Concurrent routing requires writes to thigl go be performed transactionally. Lee-TM is fully
parallel, with conflicts at concurrent read/writevarite/write accesses to a grid cell. A secondsizar

of Lee-TM has been implemented that uses earlyaseleThis version removes grid cells from the
readset during the breadthfirst search. Two trditgecmay be routable in parallel, i.e. the segrid
cells occupied by their routes does not overlap,begause of their spatial locality, the breadthtfi
search of one transaction reads grid cells to wthielsecond transaction writes its route, thusingus

a read/write conflict. Removing grid cells from tteadset during the breadth-first search eliminates
such false-positive conflicts.

Genomeis a gene sequencer that rebuilds a gene sequesroeaf large number of equal-length
overlapping gene segments. Each gene segmentoigjert consisting of a character string, a link to
the start segment, next segment, and end segmehipwerlap length. The application executes in
three phases. The first phase removes duplicateesgg by transactionally inserting them into a hash
set. The second phase attempts to link segmemntsabghing overlapping string subsegments. If two
segments are found to overlap then linking the $&gments (by modifying the links in each gene
segment object, and setting the overlap length) @mloving them from the hash set is done
transactionally, as multiple gene segments maymetd result in conflict. The matching is done in a
for-loop that starts by searching for the largesriap (length-1 characters, since duplicates were
removed in the first phase), down to the smallestlap (1 character). Thus, conflict is likely ise

as execution progresses since smaller overlapdeail to more matches. In the third phase, a single
thread passes over the linked chain of segmerdatfut the rebuilt gene sequence. The execution of
Genome is completely parallel except for the tipindse.

KMeans clusters objects into a specified number of clgst&he application loads objects from an
input file, and then works in two alternating preas®ne phase allocates objects to their nearest
cluster (initially cluster centers are assigneddoamly). The other phase re-calculates cluster cente
based on the mean of the objects in each clusiexcufion repeatedly alternates between the two
phases until two consecutive iterations generatighirw a specified threshold, similar cluster
assignments. Assignment of an object to a cluseddne transactionally, thus parallelism is
controlled by the number of clusters. Executionstsis of the parallel phase assigning objects to
clusters, and the serial phase checking the vami&@tween the current assignment and the previous.

Vacation simulates a travel booking database in which meltipreads transactionally book or cancel
cars, hotels, and flights on behalf of customelse@ds can also execute changes in the availadbility
cars, hotels, and flights transactionally. Eachtamer has a linked list holding his reservationise T
execution of Vacation is completely parallel, butidable parallelism is limited by the number of
relations in the database and the number of custome

All experiments are performed on a 4 x dual-cor2GHz Opteron-based (i.e. an 8-core NUMA
shared memory) machine with openSUSE 10.1, 16GB R#M using Sun Java 1.6.0 64-bit and our
modified Software TM library. Note that the resyitesented will vary depending on the TM system
implementation used for the experiments. A TM gystiakes non-deterministic decisions about
scheduling and aborting specific transactions.

Configuration Name | Application Configuration
Gen Genome gene length:16384, segment length:64,
number of segments:4194304
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KMeansL KMeans low contention min clusters:40, max clusters:40,
threshold:0.00001, input file:random10000 12

KMeansH KMeans high contention min clusters:20, max clusters:20,
threshold:0.00001, input file:random10000 12

VacL Vacation low contention relations:65536, % of relations dee90,
queries per transaction:4, number of transacti®2e768

VacH Vacation high contention as above, but % of relations qdetie,
queries per transactions:8

Lee-TM-t Lee-TM Lee w/o early release early relefadse, input file:mainboard.txt

Lee-TM-ter Lee-TM Lee with early release early asle:true, input file:mainboard.txt

Table 4 Transactional memory benchmarks used in thaitial characterization
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Figure 13 Transactional memory application level m&ics

Figure 13(b) shows wasted work results. Gen and Mae little wasted work (less than 10%).

KMeans and Lee-TM-t have large amounts of wastedkwe.g. on 8 threads the wasted work is
between 35% and 70%. Applications with large amewhtwasted work may be suitable candidates
for studying contention management. KMeans speéllimited by the significant sequential phase

seen in Figure 13(a), and large amounts of wasta#d.W his shows that poor scalability can have its
root in wasted work.

Figure 13(c) shows ApC results. KMeans has thedsgApC, followed by Lee-TM, Gen, and finally

Vac. KMeansH has an ApC four times higher than Thkt, but 30% less wasted work. This

suggests Lee-TM-t aborts large/long transactiong has fewer aborts, yet large amounts of time
spent in the aborted transactions. Figure 13(dyvsHOMT results. CMT is negligible for Gen, Lee-

TM, and Vac. At 8 threads KMeansH has 20% CMT, KM#ahas 10% CMT, but Lee-TM-t has

almost none.

Figure 14 and Figure 15 present the histogramsctiegithe aborts (static view), while Figure 16
provides a dynamic view of how the aborts are gpokaing the execution using ICR.
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Figure 14 Abort histograms for TM benchmarks. Eachbar represents the number of transactions that
aborted a given number of times before actually comitting. Note y-axis uses logarithmic scale.
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Figure 15 Transaction execution time histograms. Té colour of each bar represents a range of elapsed
execution times in milliseconds. The vertical axigepresents the number of transactions completing whin
the time range.
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Figure 16 Instantaneous commit rate (ICR) graphs.n our experiments we sampled at 5 second intervals.
The commit rate for 2,4 and 8 threads are plotted.
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5 Conclusions

This document describes the first deliverable ofRRELUX WP2. The activities in task 2.1
comprised the selection of the kernels, benchmamnklsapplications to be used in the project and the
preparation of a disk image that enables all pestne have a uniform environment to test the
applications. Although task 2.1 was planned toshnon M6 of the project and its objectives have
been accomplished, we do not rule out adding mpgdications to the list in case the consortium
considers this necessary.

Task 2.2 has begun during the second half of tsegroject year. The different methodologies to be
used to characterize the applications have beattifiéel and initial results presented. During the
second year of the project, the task will contiitae€haracterization activities.
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